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Abstract

-

A major application ofstntactic pattern recognition'is the
analysis of shape. In order for the syntactic approach to work,
shapes to be analyzed must be segmented approptiately‘into
pieces which correspond to the terminalAsymbols of some grammar,
and these pieces must subsequently be analyzed by a parsing
mechanism. Most syntactic methods assume that the pieces_can be
easily found. However, in many real problems, the design of a
segmentation procedure thet can find (almost) all of ﬁhe pieces
will require the acceptance of a high'false alarm rate - i.e.,
many of the hypothesized pieces may not, in fact, be part of a
"grammatical"'deSCription‘of the shape;

Our proposed solution to this problem is to apply conteétual
constraints at all levels of structural,descfiption of the shape
in order to eliminate quickly e false alarm hypothesis. This re-
quires hwo capabilities: a method for deriving the constraints

'f:om our grammatical model, and a method for appiying these con-:
straints to the hypothesized pieces.

- Shape grammars are developed which allow for the description

" of syntactic and semantic constraints between symbols of‘the
grammar. These grammars are called stratified context-free shape
gremmars, and they provide a strict hierarchical structure for

vocabulary symbols. From these grammars, syntactic and semantic
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constraints for all the vocabulafy symbols can be generated
autométibally.

The contextual constraints generated from a shape grammar
can be used by a hierarchical constraint proéésé in analyzing‘
shapes. Such a process constitu;es a bottémfup, constraint-
based parsing method which attempts to overcome thelCCmbina-'
torial explosion in searﬁhing for a parée of the shape implied
by the segmentation strategy.

Examples bf the application 5f this hierarchical system to

airplane recognition are described.
1. Introduction

A major application of syntactic pattern recognition is the
'analysis‘of shape. The syntactic paradigm has been épplied in
various domains, including electrocardiagram interpretation
(Horowitz [11), fingerprint classification (Moayer [2]) and
earth resources image analysis (Brayer [3]). Another important‘v
technique in'computér vision is constraint propagation which has
been used for scené labeling (Waltz [4], B;rrgw [5]1), low-level |
vision (Rosehfeld'[S]) and shape matching (Davis [7]). We des-
cribe a way of combinihg syntactic and cdnstrainf propagation
techniques; in pérticular, we describe a hierarchical constraint
process which consists of a hierarchical shape‘mbdel,»a method
for automatic constraint derivation from the model, and a method
for using the derived constraints in analyzing shape.

_Syntactic pattern recognition proceeds in three major steps:

preprocessing, pattern representation and grammatical analysis.




Preprocessing improves the gquality of an image containing the
shape, e.g., filtering}'enhancement, etc. Pattern representation
includes segmenting the shape and associating .the segments with
the parts in the syntactic model. Finally, the primitive shape
parts are organized according to the 3ynta¢tic model. As a re-
sult of the syntax analysis, a parse tree is’producéd, and the
parée tree can be used not only for fecognition purposes, but
also as a description of the shape.

A structural shape'modélkdéscribes the spatial decomposition
of a shape, and conseguently, must describe the primitive parts
composing the shape. There are no established guidelines for
choosing shdpe ,primitives; however, there are Severai desirable
characteristics. Primitives should provide a compact description
of the shape with little or no loss of infofmatioﬁ, and the ex-

' traction of shape primitives from a shape should be relatively
simple using existing non-syntactic technigques. Several classes
of shape primitives havekbeen‘prbposed including chainlets
(Freeman [8]) and boundaiy segments determined by piecewise func-
tional appréximations (Pavlidié.{9])..We use the latter as shape

primitives (see Section 4.).
2. The Hiérarchical Model

Syntéétic models for’shapé analyéislhavé been developed and
investiééted by many workers. With some simple modifications,
constraint analysis techniques can be incorporated. in a natural
way into ﬁhis type of mbdéi.‘An extension of the geometrical
grammais of Vamos [10] and Gallo [11] is used to model shape.

A stratified context-free grammar, G, is a quadruple




(T,N,P,S), where

is the set of terminal symbdls,
is the set of non-terminal symbols,

is the set of productions, and

"2 A

is the start symbol.

Let V = (NuT) be the set of vocabulary symbols.'ASSOCiated with
every symbol v € V is a level number, 1ln(v), where ln(v) is in
the range (0,1,...,n) and n ié the level number of the start sym-
bol. Every element of T has level number 0.
T consiéts of a set of symbols each of which corresponds to
a relatively large piecé of the shape modeled by the grammar,
e.g., straight-édge appfoximatibns to the boundary of the‘shape.‘
N consists of a set of symbols each of which has a ievel‘
number from 1 to n aééodiated with it. The start symbol has lev- -
el n, and in any rule v := a (the rewrite part of a production),
if 1n(v) = k, then every symbol in:the.string a has level number
(k-1) . Furthermore,. Yvev | “
Vv = (name part) jattachment parf}[semahtié pért], where
<name part? is a unigque name by which:the symbol is known,
{attéchmen£ part} is a set of attachment poiﬁts of the
syﬁbol, and
[semantic part] is a set of predicateé which describes
certain aspects of the symbol.
P ¢onsis£é of productions of the form (v:=a,A,C,Ga,Gs), where
1) v := a is the rewrite part £ha£ indicates the replacement of
‘the symbol v by the grdup of symbols a, where v € N and the
string a = viv2z...vk (vi € v and‘ln(vi) = (ln(v)-1), i=1,k5.

2) A is a set of applicability conditions on the syntactic ar-




rangement of the vi.
3) C is a set of prediéates describing the semantic consistency
of the vi,'that is, geometric and other properties of the vi.
4)vGa consists of rules for generating the atfachment part of wv.
5)»Gs consists of rules for gengrating the Semantic partvof Ve
Thus, the higher the level numbérrof a vocabulary stbol, the
more of the boundary of the shape is accounted for. For éxamplé,
~in the airplane grammar described in [12], the level 5 4ead sec-
tion> may represent as many as 26 level 0 symbols, whereas the
level 1 <engine> symbol is coﬁprised of only 3 level 0 symbols;
Moreover, a grammar is written to describe a general class of
shapes, say airplames, ahd not some particular airplane.

As an example of the productions of the grammar, consider

how the <engine> symbol is formed (see Figure 1): -

<engine>{e1,e2} [a,span] := <engine éide>{é1?,e2'}[a‘j +

| <engine front>{e1",e2"}[a"] +

<engine side>£e1“',é2"'}la"']

A : [Join(el' or e2',el") and Join(e1™ or e2™ ,e2") or
Join(e1' or e2',e2") and‘Join(e1"' or e2" ,e1") 1}

[Parallel(a',a™ ) and Length(a')=Length(a" ) and

O

Perpendicular(a',a“) and Paraliei(a",Vector(Midpt(a'),
Midpt(a™))) 1

Ga : [Set(e1,Unjoined(el',e2')) and
Set(e2,Unjoined(é1"',e2"')$ or
Set(ei,Unjoined(eﬁ"',e2"‘)) and
Set(e2,Unjoined(el1',e2")) j

Gs : [a := (a'+a™)/2 and span := a" ].

This rule specifies that an <engine> is composed of two <engine




side> symbols and an <engine front> symbol. A, C, Ga and Gs can
be viewed as a program for producing <engine> from symbols on
the right hand side of the rewrite rule. A specifies the physi-
cal connections of the symbols on the right hénd side, i.e.,
that each end of the <engine"frqnt> has. an Ken@ine,side$ at-
tached to it, but the <engine side> symbols are not'connectéd
to each other (see Figure 1), where Join(x,y) means that x and
y are the same point. C indicateé that the two <engine side>
symbols should be éarallel, of the same length, perpendicular
to the <engine front> symbol, and on the same side of the <en-
gine front>. Ga and Gs describe the derivation>of the attach-
ment points and seﬁantic features for <engine>; the unjoined
endpoints of the <engine side> symbols can be given either at-
tachment poin% name due to the symmetry'of the symbol, where
Unjoined(x,y) indicates the endpoint which didvnot’satisfy the
- Join predicate in the applicability part of the production,.and
Set(x,y) means that the point x of the hypothesis being created
is given the physiéal attributes of the existing endpoint y.
The main axis, a, is the averége'of those of the <engine side>
symbols, and the span is exactly that of <engine front>.
| Stratified grammars naturally‘give riée to a large sét of
contextual constraints on the organization of a shape. It is
these constraints which the hierarchical constraint process will

utilize to analyze shape.
3. Constraint Generation

We now discuss the procedureé for deriving the local con-

straints from the shape grammar. Two types of cohstraints, syn-




i

iactic and semantic, are described. The semantic attributes of

a vocabulary symbol are computed from the attributes of the sym-
bols which produce it (see Knuth [13] for a discussion of defin-
ing semantics for context-free languages using both synthesized
and inherited attributes; we use only synthesized attributes).
Consider a vocabulary symbol as representing a piecé of the
boundary of a shape. If a vocabulary 5ymbol is part of a com-
plete shape, then it is adjacent to pieces of the shape which
can combine with it to produce a higher level vocabulary symbol.
Therefore, if the set of all possible‘neighbors of a vocabulary
symbol is known, and at one of its attachment points no hypoth-
esis for any of these symbols exists, then that chabulary sym-
bol hypothésis can be eliminated. This type of constraint‘is
called a syntactic constraint. Without these constraints several
levels of.vocabulary symbols might be built before it can be de-
fermined that some hypothesis lacks the appropriate context. The
use of constraints, however, makes it possible to detect much
earlier the lack of apprbpriate context.

The other type of constraint involves sdmé (usually geome=
tric) relation between the semantic features of two vocabulary
symbols, e.g., the main axis of a <plane> is parallel to the
main axis of aﬁ <engine>. These kinds of constraints are called
semantic constraints. This makes it possible for ﬁigh level in-
formation to be specified, e.g., the bfientation of the plane,
and this information can be used to delete hypotheses which are
not consistent with the given information. ,
Let G = (T,N,P,S), let v, w and x €V, let at (v) d’enote"the

attachment points of v, and let év € at(v). We define




1) (v,av) Ancestor (w,aw) iff '3 p € P3 the rewrite rule of p
is v := ...W... and Jawé€ at(w) 3 aw is identified with av in Ga
of p. Then we say that v is an ancestor of w thrqugh attachment
point av of v and aw of w, where av and aw répresent the same
physical location. For exémple}xin Figure 1 fhe attachmeﬁt points
for the symbol <engine> are asséciated with the unjoined attach-
ment points of the <engine side> symbols, thus making <ehgine>

‘an ancestor of <engine side> through any choice of endpoints.

2). (w,aw) Descendent (v,av) iff (v,av) Ancestor (w,aw) .
v3) (v,avbeeighbor (w,aw) iff |

a) dpe P> the rewrite rule of p is x := G .V...W..., and
aw is specified as being joined to av in the applicability con-
dition of p, or , |

b) I x €V with ax¢ atv(x)k,A and I ye vV with ay € at(y) 3
"~ (x,ax) Ancestor (v,av):and (y,ay)_Néighbor (x,ax) and (w,aw)-Dés-
cendeﬁt (y,ay) .
That is, vocabulary symbols are either directly specified as
neighbors in a production, or they are neighbors indirectly by
being at the end of higher level'symboiS-which are neighbors.

Using‘matrix fepresentations'for these relations, the des-

cendents and neighbors of a symbol at a particular attachment
-point.can be compﬁtéd (see Gries [14] for an introduction to bi-
nary relations, their repreéentation using matrices and their
manipulation). Let s be the nuﬁber_of roébﬁlary symbols in G,
and let the Booleén matrix Aﬁﬁ be the square matrix of order s
whose (i,j)th entry is 1 iff symbol vi'is in relation A to sym-
Vbolmvj through endpoint m of vy and endpoint n of Vj (consider

the endpoints of vocabulary symbols to be ordered). A relation

(which is dependent on endpoints) is then fully specified by a
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tetal of k? matrices, where k is the number of endpoints per sym-
bol. However, if the grammar is written so that endpoints are in-
terchangable, then one matrix will define the relation, i.e., all
k? matrices are the same. The Ancestor relation, A . is then
specified by putting a 1 in £he,1i,j)gg positiqn of A if the
condition given in the definition is satisfied. The Descendent -
relation, bmn} is just the transposévof Amn' Given Amn; D,, and
1n(S), i.e., the level number bf the start symbol, the neiéhbo}
relation, Nmn’ is computed by iterating the following computation
In(S)-1 times: |

k k

(1+1) __ (1) (1)
Nen ot Npn * R0 XL B (N *R ) 1Ey

(0)
Pa
the explicit neighbors given in the productions. If a hypothesis

where + is Boolean "or" and * is Boolean "and", and N is just

fails to have a neighbor from this set, then that hypothesis can

be déieted; this relation constitutes the Syntactic'constraints.~
Semantic constraints can be generated in much the same way

as syntactic constféints: by defining binary relations and com-

puting their transitive closure.'For'example, the axes of two

' symbols are ?arallel if a produCtion.states this explicitly or by

transitivity through some third symbol. There are two methods for

dealing with semantic constraints relating to angles.

1) Associate with each endpoint of a vocabulary symbol an end
angle;’Then, in either the semantic cdﬁsiétency or the applica—
bility condition, indicate an allowed range of angle for two sym-
bols to have if joined at particular endpoints. This approach is
- analagous to the syntactic neighbor case; now a relation is de-

fined between every two symbols joined at particular endpoints,

and the closure will give results for implicit symbol neighbors




(that is, even if two symbols do ‘not appear together in the right
hand side of some production, but are joined at a higher level).
There are several problems with doing things this way.

In practice, the range of the angle is too larée to give much
extra constraint, and the'explic;t‘sémantic constraints in the
prodﬁctions are adequate. A moré serious problem concerns making‘
use of the semantic constraints in a more global way. Since a
range of angle is given at every endpoint, then if the allowed
range is computed for symbols Several‘neighbors away, the allowed
range is useless as a constraint.

2) Alternatively, design special purpose relations which when

computed will yield semantic constraints between vocabulary sym-

bols. Such constraints can be more general in nature and can be -

applied with much more'certainty. For example, the parallel re-
‘lation can be used to delete an <engine side> hypothesis that is
not parallel to some other <engine side>fhypothesis. Such rela-
tions also allow for semantic features to be fixed ( set to some.
constant), €.9., the orientation of the main axis of_a <plane>
symbol could be.setvto 45°, and this-cértain information can be
propagated.through thé network of hypotheses. Thi$ can be done,
for example, by having global information évailable describing
known orientations of the vocabulary symbols. In this way, it\is
possible to determine whether certain hypotheses can be deleted.
thhing precludes the use of both methods;Ahowever} due to
the reasons given above, only the special pﬁfposé relations were
used. In particular, the parallel relation was computed between
allvvocabuiary symbols. Note that not every symbol is necessaf-

ily parallel to another symbol, and as pointed out above, some

hypothesized symbols may require other'hypotheses of the same




symbol to exist, e.g., <engine side>. The parallel relation was
computed using a binary-valued matrix, whose rows and columns
correspond to the axes of the vocabulary symbols.

In general, a transitive relation is compﬁted as:

P := (P(°)+i)*P(°)1

where I=is the Boolean identity matrix and‘P(o)! is the transitive

(0)

closure of P , the explicit parallel relation. Computed this way

a symbol is only parallel to itself if there must exist another

distinct hypothesis for the same symbol. Relations which are not
transitive, e.g., perpendicular, require special procedures for

their computation. 1

4. Grammatical Analysis of Shape

As discussed in the introduction, a major problem associated
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with syntactic pattern recognition is the segmentation of the ob-
ject into pieces which correspond to the terminal .symbols of the
grammar. A high false alarm rate implies that many primitives

will be generated, and correspondinély many terminal symbols hy-

pothesized from them, thus implying a large search space. In or- o

der to overcome these difficulties,.a hierarchical constraint

process (HCP)'uses‘hierarchical models of objects and uses model

derived constraints to eliminate inconsistent hypotheses at each

e+ cmerne SR = e

level of the model. In particular; using the stratified context-
free grammars aiready described, syntactic (e.g., spétial con-

catenation) and semantic\(e.g.; parallel, relative length, etc:)

constraints can be automatically generated to guide the analysis

of a shape.



Primitives for the grammatical analysis are generated by
computing several piecewise linearyanproximations to the bound-
ary of the shape. A modified split-and-merge algorithm [15] fits
straight edges to the boundary using the cornérity measure pro-
pdséd‘by Freeman and Davis [16] to choosé break points. For each
p01nt on the original boundary, an error measure defined as the
minimum distance from that boundary point to the line segment
which approximates a boundary segment containing that boundary
point is conputed. Then, an error measure for the liné ségment is
defined to be the sum of the errors of each underlying boundary
point. Primitives are géneratéd at various error thresholds by
applying stricter thresholds to segmentations already génerated.
By computing several segmentations, it is hoped that-all the
necessary primitives will be found ‘The search will be made fea-
sible by the constraints implied in the" grammar and imposed by
the constraint techniques.

Once the segments are obtained, thérrelations between the
segments can be coﬁputed: The speoific relations combuted depend
both on the dimensionality of the grammar (e.g., string, tree,
graph) and on the semantics associated with the symbols of the
grammar. If the granmar i& a string grammar, then the relation-
ship of concatenation between segments must be computed. Notice
tbat for a set of primitives corresponding to linear segments ob-
tained by computing piecewise linear apbroximations’to the border
of the shape, it is not straightforuard to compute even the sim-
ple concatenation relationship, since we would not expect that
- segments obtained from different approximations would éxactly co-
incide at their endpoints, rather than slightly overlap. Matters

are made more complicated by the fact that for short segments, a




small amount of overlap with a larger segment might.lead not only
to the assertion that the two éegmehté are adjacent, but also -
that the larger one contains the smaller. For relations more com-
plicated than adjacent, sﬁch as "left of","right of", and
"inside", the correct definitions become more elusive (see Free-
man [17] for a survey of models for computing spatial relaﬁiQns
and a discussion of the difficulties associated with making such
computations) . |

The association'of terﬁinal symbols with primitives will (in
~the limit) be to hypothesize every terminal for each primitive.
However, methods for reducing thé number of hypotheses include
using a more global analysis to derive indications of aépropriate
scale,‘orientation, etc. frbm the simple gldbal-properties, e.g.,
histogram selected features of the primitives themselves and use
- the model to infer properties of particular terminal symbols.

Each match of a terminal symbol to a segment results in a
node being entered into level 0 of the network. That node (or
hypothesis) correéponds to the hypothesis that the segment of

the boundary should be labeled with that specific ﬁerminal sym-

bol. Nodes are connected by>an edge if the corresponding boundary
segments are physicallyAadjacent. Note that a hypothesis may be

- incorrect in one of two ways: 1) it may associate the wrong ter-

minal symbql with an actual piece of the correct low level seg- [

mentation of the shape, or 2) the segment itself may not be part

of a correct segmentation of the shape. In this case it does not
matter which terminal symbol is aésociated with that segment.

_ The first problem can be overcome by assigning every possible
terminal symbol to every primitive. Another idea is to histogram

some feature of the primitives, e.g., the length, and use this to




restrict the number of hypotheses. For example, the wing tip is
one of the shortest pieces in'the decomposition of an airplene
shape, and therefore the very longest primitivesneed not have the
wing tip hypothesis. The second problem can be circumvented by
designing flexible grammars, or{b& softening the hierarchicei
constraint process to allow a certain number of missing pieces.
The hierarchical constraint system conputes a hottom—up parse,
of the shape by applying the constraints to a network of low lev-
el hypotheses about pieces of the shape. The processing of this
network can be ea51ly descrlbed by spec1fy1ng three simple proce-

dures and two sets which these procedures manipulate.

BUILD - given'level.k of the network, BUILD uses the produc-
tions of the grammar to construct nodes corresponding to level
k+1 hypotheses. Any level k symbols whlch are used to generate a
node at level k+1 are associated with that level k+1 node as
supporting it, and it, in turn, is recorded as supported by them.
After all nodes are generated, nodes correspondlng to boundary
segments sharing an endpoint are linked, but only if the con-
straints allow the symbols hypothesized for each nodehto be ad-

- jacent at that endpoint. Building level 0 involves applying the

segmentation stratedy to the shape to generate the level 0 nodes.

CONSTRAIN - since each node corresponds to a single hypothe-
sis, and since nodes are only linked to compatible nodes, the
within level application of constraints simply involves removing

a node if it has no neighbor at some endpoint.

'COMPACT - given a node n at level k)‘if level k+1 has been

built, and n does not support a level k+1 node, then n is deleted




from the.network. If any of the nodes which produced n have been

deleted, then n is deleted, too.

These procedures operate on two sets of nodes, Rx and Rc,
both of which are initially empty. When at level k with Rx and
Rc empty, BUILD produces the level k+1 hypotheses (or stopélif |
k=n) and puts them into Rx while putting all level k nodeé into
Rc. CONSTRAIN then removes no&eg from RX; taking no action if the
node has a neighbor at all endpoints, but otherwisé deletingvthe
node from the network and putting its same level neighbors in Rx
and its across level neighbors in Rc.COMPACT removes nodes from
Rc, taking no action if all the node's original supporting nodes
still exist at level k-1, and the node still supports at 1eaSt'
one level k+1 node (if level k+1 has been built); otherwise,
COMPACT deletes the node from the network and puts its'same lev—f
elneighbors in Rx and its across level neighbors inﬁRc. .

HCP doeévnot'eliminate any hypothesis Which contributes.to a
complete parse. This can be seen as follows. BUILD simply gener-
ates the next.level'symbols; and if used without CONSTRAIN and
COMPACT, will produce all possible hypotheses at every level.
»CONSTRAIN is applied to a set of nodes taken one at a time, and
if a hypothesis h is deleted, it is precisely for the reason that
at one’endp¢int of h, no neighboring hypotheses can be joined to
h to produce a higher level symbol. As for COMPACT, there are two
cases to consider. First, if a level k hypothesisvisvnot'used to
produce any level k+1 hypothésis, then since lével k+1 is only
built once, that level k hypothesis will never éroduce any higher
level hypothesis. Thus, eliminating it does not affect any com-
‘pléte parse. Finally, if a level k hypothesis h loses thé support

of one or more of the hypotheses which produced it, then clearly




if h were part of some complete parse, then the suppoftingvnodes
would be, too.

Oof course,.conét:aints can be-generated from grammars that
are not stratified, but the application of the constraints will
not prevent the repeated prodﬁction of symbols which fail to
satisfy the conétraints; This is due to the fact that a'hYpoth-
esis cannot be discarded since it cbuld be used at any:time.
However, stratification insures that level k symbols will be
generated by BUILD only once. |

The input to HCP consists of the compilled graﬁmar, that is,
the productions of the grammar and the derived constrainﬁs, and
a set of primitives. Semi-PASCAL versions of HCP, CONSTRAIN and

COMPACT are:

- Procedure HCP;
begin
constrain-set':='c¢ﬁpact-se£ := empty sét;
level := -1; | | ' '
while level < n do
begin |
level := level + 1;
Build(level);
while (constrain-set not empty) or
(compact-set not empty) do
begin
Cohstfainiconstrain—éet);
Compact(compaci—set);
‘ end;
end;

end:




Procedure Constrain(constrain—séé);
while constrain-set not empty do
begin
node := Next-in-setEconstrain-sét)j
if not Satisfiestnode) then .
begin |
Put—on—cohstrain(-Neighbors(node) )i
Put-on-compact ( Acroés-level-neighbors(node) )
Delete-from-network (node) ;
end; ‘

end;

Procedure Cémpact(cgmpaCt-éet);
while compact-set not empty do
begin
node := Next-in-set(compact-set);
if not Supportable(node) then
begin
Put-on-constrain ( Neighboré(ﬁode) ) ;
Put-on-compact ( Acfoss—level-neighbors(node) );
Delete-from-network (nodé};
end;

end;
5. Experiments
A grammar describing the top view of airplane shapes (down to

the level of detail of engines) has been developed (see [12] for

the complete grammar). The grammar consists of 37 productions and




has 7 levels of vocabulary symbols. We do not view parsing as a
recognition procedure, but rather as a process which imposes or-
ganlzatlon on the shape (by forming wings, engines, etc.). Recog-
nltlon is subsequently performed by analyzing the organlzatlon.

| We will describe the application of HCP to the top view of
airplanes. The twelve shapes used in this study were obtained from
the lite:ature (see [i8]) and from model airplanes and boats. .
'Figure 2 gives a typical shape.

The split- and—merge algorithm was used to obtaln plecew1se
linear approximations to the shape. The algorlthm was applled at
'several thresholds of goodness of fit. For these shapes two
thresholds were used, i.e., both a close fit and a loose fit were
obtained. Flgure 3 gives the prlmltlves obtalned from the shape
in Flgure 2. v |

Once the prlmltives have been found, the initial hypotheses ,
for each primitive must be made. Results reported here are with
all possible hypotheses. HCP was run with full constrainﬁs and
with no constraints. Running HCP with novCOnstraints builds every
vocabulary symbol which can possiblyobe built, regardless of
whether or not it can be part of a complete parse of the bound-
ary. A measure of efficiency can be defined in terms of the num-
ber of nodes produced at each level versus the number of nodes
absolutely necessary to produce the shape. Given a shape and a
level, i, there is some fixed number of hypotheses, Na(i); which
is required to produce the shape. iet No(i) be the number of
nodes produced when no constraints were used, and let N, (i) be
hhe number of nodes produced when the constraints were used.

Theh the efficiency of each process can be given as:

ey (1) = Na (i) /N (1) and e, (1) = Na (i) /N, (1) .




'In the case of the boat shapes, Na(i) = 0, and we propose the
following relative measure (where it exists):

er(i) = N1(i)/N6(i)- ,
These measures reflect the efficiency of the processes in terms
of étorage‘space used,‘where a‘value éf’e(i)’= 1 means'that only
as many nodes were produced.at;level i as were needed.

Table 1 gives a comparison of . néde efficiency of HCP for
each shape at each level. The first fow gives the node efficiency
when the compleﬁe network is built, i.e., no constraints are ap-
plied to eliminate hypotheses. The second row gives the nqde ef-
ficiency of HCP with all constraints applied. For several shapes
the node efficiency remains fairly constant over the first three
levels. This is due fo the fact that the first two levels are in-
volved in the desCription of airplane engines, and if the shape
has no engines, then each symbol usually glves rise to a 51ngle
hlgher level counterpart. It should be observed that HCP is con-
sistently more node efficient at all levels and converges much
more rapidly to the correct solution. As a matter of fact, HCP
always found the correct solutibnvbfilevel 5.

The plot given in Table 2 shows the averége node efficiency
at each level of HCP with and without constraints. This plot re-
veals that HCP is much more efficient computationally as far as

storage requireménts are concerned.
6. Conclusions and Future Research
. The hierarchicazl constraint process has been successfully

used to recognize silhouettes of airplanes. A system of programs

has been developed which automatically generates syntactic and




semantic constraints /for a given stratified shape gfémmar and
applies them and the grammar to analyze a set of low level hy-
potheses_ _about a shape. For an account of an earlier set of ex-
periments applying HCP to shape>recognition,‘sée Henderson (19].
The goals accomplished and reported in this study include:

1) Programs written in FORTRAN for obtaining a'segmentation
of a shape. These programs take as input a chain code and produce
as output a set of piecewise linear approximations which includes
‘segments from various thresholds of goodness of fit. |

2) Hierarchical éhape models with a semantic component for
specifyihg geomet{ic relations between the.piéces. The design and
" debugging of shape grammars is one major difficulty with using
HCP. There are no strict cfiteria for a best or even a good gram-
mar, e.g., no indication of'the trade-off betwéen the number of
‘symbols in the right hahd side of the rewrite rules vs. the num-
ber of levels in the grammar. Automated grammatical inference may
be helpful in these réépécts, but the desirability of decomposing
a shape into hatufal'pieces may require an interactive approach.

3) Procedures for deriving syntactic and ngantic‘constraints
that are implicit in the grammar. The constraints are génerated
prior to the analysis of the data and are compiled only once for
a given grammar. The semantic constraints include the parallel
relation, and other transitive geometric constraints can be added
to HCP in a modular fashion. The experimenté run indicate that
 the use of these constraints provides a great increase in the ef-
ficiency of the analysis. |

Several extensions can be made to improve HCP. The‘syntactic'
'constraints as currently impléﬁented require every hypothégis to

have some supporting hypothesis adjacent at each endpoint. This




might be "softened" in BUILD by requiring that only some part of
the right hand side to be present, e.g., all but one symbol there.
This would prodde a means of compléting a‘parse even if a correct
hypothesis had been omitted. |

Another possibility is to integrate hypothesis formation into
ﬁhe constréiht system. Thistwili have a major impact on theieffi-
ciency and perfcrmance of the system. Instead of assuming that z
only level 0 symbols have semantic descriptions which can be dl—
rectly compared with the descriptions of the primitives, we will
assume that there‘are several levels of the gfammar.at which this
is possible. HCP would now begin by detecting primitives at some
‘sultably hlgh level in the grammar, and applylng CONSTRAIN, COM~-
PACT and BUILD to the resulting layered network Once HCP has
stabilized on this network ( all higher levels constructed and
constraints satisfied), the surviviné lowest level hypotheses can
serve tolguide'the search for still lower level, and probably‘
.even‘less reliably detected, pieces of the shaée.

Many claims have been made [20,21,6] about the felative ef-
ficieﬁcy of constraint prbcesseS'wheﬁjcdmpared with conventional
search strategies, but veﬁy little effort has been devoted to
substantiaﬁing or invélidéting these claims (one study has been
‘done by Gaschnig [22]). As another research goal, the computa-
tional complexity of HCP needs to be invéstigated by both ana-
lytical and empirical (e.g., simulatioh) studies on abstractions
of the pattern analysis problem. Only through such studies can
we hope to asses the real significance and practical importance
of such sys;ems.

Hierarchical organization of shape and constraint analysis

have been shown to. be useful concepts in shape analysis. A




method has been provided for dealing with noise and ambiguity in
the data. The analysis of a shape is based on the local con=: - |
straints which can be generated ffom a high level mcdel. These
constraints are eéplied‘at all levels of the model and lead to

a more efficient analysis.
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Table 1 Node Efficiency
Node Level

Shape 0 1 2 3 4 5 &
4 11 .16 .26 .26 .74 1 1
.16 .16 .26 .34 1 1 1
8 L10 .12 .17 .15 .24 .57 1
.14 .14 .17 .24 .88 1 1
10 <11 .11 .15 .13 .16 1 1
.13 .13 .18 .19 1 1 1
11 .71 .83 .91 .81 - - -
Avg. .11 .13 .19 .18 .38 .86 1
.14 .14 .20 .26 .96 1 1

(No constraints)

(All constraints)

(Relative Eff.)
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