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Abstract

We propose a lane-based airway navigation framework wherein each lane is one-

way, and intersections are handled by means of polygonal lane roundabouts; it is pos-

sible to assign flight plans so that the set of all such plans is strategically deconflicted.

That is, no two Unmanned Aerial Systems (UAS) will ever get closer in a lane than

the minimum allowed headway time (or distance) of each other. We describe here a

method to determine all allowable launch times (i.e., strategically deconflicted) given

a requested launch time interval and a set of scheduled flights. Scheduling a new flight

has low complexity in the number of scheduled flights. Note that the method proposed

here applies to all lane-based scheduling problems, e.g., in Urban Air Mobility (UAM)

systems, automated warehouses, etc.
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Abstract— We propose a lane-based airway navigation frame-
work wherein each lane is one-way, and intersections are
handled by means of polygonal lane roundabouts; it is possible
to assign flight plans so that the set of all such plans is
strategically deconflicted. That is, no two Unmanned Aerial
Systems (UAS) will ever get closer in a lane than the minimum
allowed headway time (or distance) of each other. We describe
here a method to determine all allowable launch times (i.e.,
strategically deconflicted) given a requested launch time interval
and a set of scheduled flights. Scheduling a new flight has low
complexity in the number of scheduled flights. Note that the
method proposed here applies to all lane-based scheduling prob-
lems, e.g., in Urban Air Mobility (UAM) systems, automated
warehouses, etc.

I. INTRODUCTION

Currently, a framework is being developed to support
large-scale (thousands) of UAS flights per day over urban
areas, and NASA has proposed a UAS deconfliction strategy
that requires service providers (UAS Service Suppliers or
USS’s) to exchange full flight path information and to
mutually find a deconflicted set of flights. This approach has
high complexity and sacrifices UAS operator privacy. We
propose a lane-based deconfliction strategy which reduces
the shared information to be simply lane entry and exit times
and UAV speed through the lane. Then given a requested
launch time interval, it is possible to determine the set of all
allowable (deconflicted) time intervals within the requested
interval.

Techniques proposed for flight planning, include full mix
and layered methods [1], [2] for which safe separation is
maintained by tactical collision avoidance methods in other-
wise unconstrained flights. While several heuristic methods
have been developed for this problem (e.g., [3]), it is still
possible that the number of conflicts may overwhelm the
algorithms (see [4] for an analysis of cascading effects
of conflict resolution). There has been a large amount of
research into quantifying the risk of conflict in this type
of system (e.g., [1], [4], [5], [6], [7]), indicating that there
are numerous risk factors that an operator would need to
consider in order to reduce the risk of collision. Lane-based
airways were analyzed in [8], however the UAS operations
were not deconflicted pre-flight and instead were simulated
much like car-following models (e.g., [9]). Recently, a report
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published by NASA detailing negotiations among stakehold-
ers regarding requirements for USS’s described the follow-
ing overarching requirement for operations within the UAS
Traffic management (UTM) system: “A UTM Operation
should be free of 4-D intersection with all other known
UTM Operations prior to departure and this should be known
as Strategic Deconfliction within UTM” [10]. Furthermore,
they discuss the requirement that any scheme for strategic
deconfliction must be mandated by the airspace regulator.

The Strategic Deconfliction Problem is to produce a set
of scheduled flight paths such that no two aircraft ever
get closer than a specified safety distance (specified either
in space or time).

Strategic deconfliction, or strategic conflict management,
refers to the first of three layers of conflict management
defined by the International Civil Aviation Organization
(ICAO), “achieved through the airspace organization and
management, demand and capacity balancing, and traffic
synchronization” [11]. The next layers are applied in order
of the shrinking conflict horizon, and are tactical in nature
and termed “separation provision” and “collision avoidance.”
Broadly speaking, strategic conflict management deals with
planning collision free paths, which in the most general
case of planning for multiple agents is PSPACE-hard [12].
Even the more narrow problem of tuning velocity profiles
is NP-hard [13]. We consider the simpler, but more realistic
scenario given the UTM architecture, of scheduling UASs in
real-time within lanes, reducing the configuration space of
the UAS to a single dimension for each flight. The result is
a practical, computationally tractable algorithm for strategic
conflict management. The theoretical contribution of this pa-
per provides an efficient algorithm for strategic deconfliction.
The experimental section of this paper considers the capacity
constraints imposed by this system, which enables airspace
regulators to make informed decisions about how to address
the demand from users.

The majority of motion planning algorithms rely on some
form of discretization, e.g., cell-decomposition or probabilis-
tic sampling such as Rapidly Exploring Random Trees (RRT)
[12], [14]. The algorithms that don’t rely on discretization
either assume a functional representation of trajectory (e.g.,
a spline) or are tactical because they apply to controls
directly. The decisions related to discretization are vital in
determining the effectiveness and complexity of a motion
planning problem. For instance, in the RRT algorithm the
line connecting sampled locations must be discretely sampled
to determine if any conflicts exist. If the sample resolution
is too fine, then computation resources suffer. If the sample



resolution is too coarse, then there is the possibility that a
conflict exists that would not be discovered until it was too
late.

The strategic conflict management problem shares charac-
teristics with many application areas, as well as theoretical
work in discrete mathematics (see [15] in the context of
scheduling) and topology (see the chapter on configuration
spaces in [14]). This includes the Air Traffic Flow Man-
agement Problem (TFMP) [16], [17], [18], The Job-Shop
Scheduling Problem [18], [19], [20], [21], [22], The Multi-
Robot Motion Planning Problem [23], [24], [25], The Traffic
Assignment Problem [6], [26], and Optimization Problems
[27], [28]. The FAA expects tens of thousands of UASs
to utilize the airspace in close proximity over urban areas,
therefore the problem model composition is important to
ensure that safety requirements are met. There are two
ways in general to represent the safety requirements: using
constraints, or with an objective function. The objective is
to maximize the separation (or headway) between UAS’s.
Assuming the solution is optimal, the question of whether it
meets the safety requirement is determined by a threshold,
e.g., “the minimum separation is at least 10 meters,” or
“the minimum separation is at least 10 meters with 99.9%
probability.” We only consider the constraint model which
casts the objective as a function of the time between desired
release times and scheduled release times.

Lanes, as we propose them, are created as desired by
USS’s and approved by the UTM authorities. Each lane
has an entry point and an exit point and allows one-
way travel from entry to exit. Where lanes intersect, we
introduce an airspace structure inspired by roadway round-
abouts. In addition, we provide a computationally tractable
trajectory scheduling algorithm for UAS Service Suppliers
(USS) within this structure. A capacity analysis follows the
description of the airway structure to provide a baseline for
further research. Prior research into the capacity of airspaces
does not simultaneously consider the complexity of planning
the operations; however, both concepts must be considered
together since the airspace regulator is expected to manage
both. We analyze the relationship between airspace capacity
and such a lane-based structure. Over dense urban areas
which are of primary concern here, there will most likely
be a limited set of lanes possible, and understanding the
capacity of the lane system is important to urban planners.

The lane-based method proposed here can be seen as an
extension of Victor and Jet Airways used in manned air
traffic management [29]. However, these were rigidly defined
off of VOR systems (Very High Frequency Omnidirectional
Range) in the 1960’s. Moreover, such routes were under
visual flight rules, and at intersections required human decon-
fliction. The innovation in our approach is the dynamic nature
of lane creation and deletion, as well as the introduction of
roundabouts which permit efficient strategic deconfliction.
Finally, we note that in the following, it is not assumed
that UAS have the same speed in a lane, multiple levels
(altitudes) are used in the lanes, and although lanes may be
above roadways, this is not required; on the latter subject,

it should be noted that NASA has stated (emphasis added)
[30]:

With regard to the routes that UAM will traverse
between two vertiports, a natural starting point for
emergent UAM operations is to fly along defined
helicopter routes ... These helicopter routes tend to
overlay highways and freeways on the ground to
mitigate societal concerns”

In the experiments described here, shortest route lane se-
quences are generated over urban areas, (although arbitrary
lane sequences may be used), but these are not large distance
interstate routes, and the altitudes of lanes are somewhat
arbitrary but are safely separated.

II. STRATEGIC DECONFLICTION ALGORITHM

The current approach proposed by the FAA/NASA is
shown in Figure 1, where USS1 and USS2 have a number of
scheduled flights (USS1 flights in green and USS2 in blue).
These flights have already been deconflicted for operation

Fig. 1. Sketch of Current FAA-NASA Proposed Strategic Deconfliction.

over some time interval. USS3 wants to schedule a flight
(red dashed line), but in order to do so, must deconflict
flights pairwise with both USS1 and USS12 which means
all flight paths must be shared. If some other USS manages
to deconflict and schedule a flight in this space-time before
USS3, then USS3 must start the process all over from
the beginning [31]. Note that thousands of flights a day
are envisioned, thus making the complexity of strategic
deconfliction overwhelming.

We propose an alternative approach in which lanes are
created and reserved. Before giving the details, a simple
example is provided; consider Figure 2. The three line
segments represent lanes, and all flights must move along
these lanes. Nodes 1 and 4 are on the ground while nodes 2
and 3 are some distance up in the air. The lanes allow only
one direction of travel. A flight must schedule its entry-exit
times through a sequence of lanes, where the exit time from
the previous lane equals the entry time of the following lane.
In order to determine whether flights have a conflict, we
propose the Space-Time Lane Diagram (STLD) as shown
in Figure 3, where the horizontal axis is the time axis,
and the vertical axis is distance along the lane. An STLD
is created for each lane as shown. In the leftmost figure,
there are two scheduled flights (1 and 2) with entry (start)



Fig. 2. Simple Three-Lane Layout.

Fig. 3. STLD’s for 2 Scheduled Flights on the Three Lanes (black) as
well as a Proposed Flight (red).

times of 1 and 4, and speeds of 2 and 1, respectively. The
STLD’s show their progress through the 3 lanes; it can be
seen that there is always a time headway of at least 1 unit,
and that the flights get further apart as they proceed along the
lanes. Suppose a new flight must be scheduled, with speed
2, and the possible launch time interval is [0,21] (meaning
any start time in this interval is acceptable). The proposed
algorithm will find all possible sub-intervals in [0,21] in the
lane that are deconflicted with the scheduled flights. In this
case, the solution is {[0, 0], [2, 3], [20, 21]}. For example, if
the proposed flight starts at time 0, then it is 1 time unit from
flight 1, and since they go the same speed, they never get any
closer. Moreover, for Lane 2-3 and Lane 3-4 the proposed
flight is always 1 unit to the left of flight 1, so it is allowed.
On the other hand, consider a flight start at time 10; then
it exits Lane 1-2 and enters Lane 2-3 at time 15; the figure
shows that this flight then crosses the path of flight 2 and
therefore is disallowed.

Next consider the more general layout of lanes; Figure 4
represents the airway corridors (lanes) between two ground
locations. Launch and land nodes exist for both locations
in this example; these are nodes 11 and 13, and 12 and
14, respectively, and vertical lanes exist between these and
the roundabout. Nodes 5, 6, and 9 lie on a circle above
the first ground location and form a (polygonal) roundabout.
Lane 1 (going from node 1 to node 2) provides a way from
Ground Location 1 to 2, while Lane 2 (located below Lane
1) provides a return corridor. A flight from Ground Location
1 to 2 follows the sequence of lanes: 13, 9, 3, 1, 5, 12, 10,
and 16, and can be viewed as a polyline. In this example,

Fig. 4. The Lanes (and Vertexes) for the Two Ground Locations Case.

Lane 1 is at altitude 534 feet, Lane 2 is at 467 feet, and
the roundabouts are at 500 feet. These may be set to other
values as desired by the system designers. An airway lane
constrains the trajectory of the UAS to the center-line of the
airway, referred to as the longitudinal direction of the aircraft
trajectory in prior research (e.g., [4]). The vertical and lateral
directions are assumed to be under control so the vehicle
remains inside the lane, and uncertainty is accounted for in
the design of the width and height of the lane. The critical
aspect of this formulation is that there are no crossing-
conflicts. In previous work [32] we gave a discrete time
slot algorithm for launch time selection, whereas here the
solution is over continuous intervals.

To better utilize intersections, only merging or diverging
conflicts should exist because crossing conflicts require that
the scheduler manage nodes as well as segments. This would
add additional constraints on UAS requesting time within an
intersection that would be independent otherwise. Since each
segment is defined by exactly one schedule that manages
UAS arrivals, organizing the airspace in this way removes
the need for intersection management such as the signalized
intersections in [8]. In Figure 5, Node 2 is an example of
a diverging conflict, where incoming traffic is split into two
traffic streams. Node 1 is an example of a merging conflict,
where two traffic streams are joined into one. Crossing
conflicts may be eliminated by implementing a roundabout,
a concept borrowed from ground traffic engineering [33].
Figure 5 displays the graph model for a roundabout, which
includes unidirectional edges between eight nodes (each node
represents the endpoint of a segment) in a counter-clockwise
direction.

The primary safety concern is to schedule flights so that no
two UAS are ever closer than the minimal specified headway
time; here we use the maximum of all headway times to
ensure safety, and call it ht (we can also plan using headway
distance). On the other hand, optimal resource utilization
requires packing as many flights as possible into the lanes.
Assume that requested flight launch times are uniformly
distributed across a fixed-length time interval, say from [0, x].
Then this problem has been studied by Renyi [34], [35] as
a parking problem (i.e., cars of unit length are parked in a
[0, x] interval at uniformly distributed locations), and it was
shown that the parking density, M(x)/x, Renyi’s constant, is



Fig. 5. Airway Roundabout.

0.74759, in the limit as x goes to infinity, where M(x) is the
mean of a number of trials with sampling from the uniform
distribution. This provides a useful tool for analyzing flight
densities through the lanes. For example, in our simulations
on this problem with x = 100 (time units), the flight packing
density was found to be 0.743, consistent with Renyi’s
constant and shows that consistent analysis of lane traffic
is feasible. Of course, denser packing is possible if only the
earliest available launch time is assigned as opposed to the
closest to the desired time.

The other main issue is the determination of whether
a proposed flight conflicts with any scheduled flight. The
STLD is used to solve this problem. Suppose that there
exists a set of scheduled flights which are represented in
terms of lane enter-exit times and speed through each lane
(the speed of a UAS is assumed constant along a lane, but
speeds may differ across UAS and lanes, or vary to a small
degree while maintaining minimum headway). Let F (c) be
a set of n scheduled flights through lane c defined as:

F (c) ≡ {(t1,1, t1,2, s1), ..., (tn,1, tn,2, sn)}

where for flight i, ti,1 is the lane entry time, ti,2 is the lane
exit time, and si is the speed of the flight through the lane.
Furthermore, let a flight request interval be specified as:

R ≡ [q1, q2, s]

where q1 is the first possible launch time, q2 is the latest
possible launch time, and s is the proposed speed which may
differ from scheduled flights’ speeds, but is assumed constant
(variations in speed are allowed, but must be accommodated
in the headway considerations). What must be determined is
the set of (possibly disjoint) intervals in [q1, q2] which are
allowable launch times (i.e., strategically deconflicted). In
order to determine this, the requested launch time interval is
put in the Lane 1 STLD as shown in Figure 6(a), where

d1 is the length of Lane 1, q3 is q2 + d1

s , and q4 is
q1 + d1

s . Each flight in Lane 1 is compared separately to

Fig. 6. Space-Time Lane Diagrams: (a) trajectory boundaries for requested
launch time interval [q1, q2]. (b) The headway boundary trajectories for a
scheduled flight which enters the lane at time ti,1 and exits at time ti,2.
The requested flight must start at some time between q1 and q2 and its path
through the STDL may not enter the p1p2p3p4 parallelpiped.

the requested time interval to ensure that the time headway,
ht, is respected. Figure 6(b) shows the exclusion zone (the
p1p2p3p4 quadrangle) for flight i, where p1 = ti,1 − ht,
p2 = ti,1 + ht, p3 = ti,2 + ht, p4 = ti,2 − ht.

To determine safe launch time intervals, first consider the
labeling of the STLD shown in Figure 7. The labels are

Fig. 7. Space-Time Lane Diagram Labels. 1,2,3,4,5 indicate intervals and
times at the entry to the lane, and A,B,C,D,E indicate times at the lane exit.

defined as follows:
• Label 1: The interval [0, q1)
• Label 2: The point q1
• Label 3: The interval (q1, q2)
• Label 4: The point q2
• Label 5: The interval (q2,∞)
• Label A: The interval [0, q4)
• Label B: The point q4
• Label C: The interval (q4, q3)
• Label D: The point q3



• Label E: The interval (q3,∞)

The two (leading and trailing) headway trajectories arising
from the scheduled flight are labeled according to where their
endpoints lie with respect to the requested launch interval.
For example, if p2 < q1 and p3 < q4, then the label for that
trajectory is 1A since both start and end points are in the first
intervals at distances 0 and d1, respectively. The relation of a
previously scheduled flight in a lane to the requested launch
time interval is determined by the labels of the two scheduled
flight headway trajectories; the requested launch interval is
shown in red. Figure 8 shows 15 possible combinations. For
example, 1A,1A is the case where both headway trajectories
are completely to the left (i.e., before in time) of the first
possible launch time trajectory through the lane. Note that
in the figures, ts = d1

s is the time for the requested flight to
cross the lane. Also, the square brackets ([]) in the figure
indicate the empty interval. Although there are 625 total

Fig. 8. Space-Time Lane Diagrams for 15 Possible Label Combinations,
where [] represents the empty set. Note that Table II Provides the Complete
Set of Interval Possibilities; these are the Foundation to Solve Strategic
Deconfliction.

label combinations, only 139 are physically possible; for
example, no start time can be greater than the end time;
Table II gives the complete enumeration which underlies the
SD Algorithm. For each combination, it is possible to give
the safe launch intervals contained in the requested interval
(see the figure for some examples). In some cases, there is
no possible safe launch time (e.g., 1A,1E in the figure). For
other combinations, the resulting safe intervals depend on
the relative speeds of the two UAS. An example of this is
1A,3C where a scheduled flight slower than the requested
flight has a different interval as when the scheduled flight
is equal or greater in speed. To determine the viability of a
flight through the complete sequence of lanes, each lane is
considered in order as described by Algorithm SD (Strategic
Deconfliction).

Algorithm SD (Strategic Deconfliction)
On input:

lanes: lane sequence for requested flight
[q1, q2]: requested launch interval
nc: number of lanes
flights: flights per lane

ht: maximum required headway time
On output:

Safe time intervals to launch
begin
possible intervals ← [q1, q2]
for each lane c ∈ lanes

time offset ← time to get to lane c
possible intervals ← possible intervals + time offset
for each flight, f , in lane c

new intervals ← ∅
for each interval in possible intervals

[t1, t2]← interval i
label ← get label(tf,1, tf,2, sf , t1, t2, s, ht)
f int ← get interval(label,tf,1, tf,2, sf , t1, t2, s, ht)
new intervals ← merge(new intervals,f int)

end
end
possible intervals ← new intervals

end
possible intervals ← possible intervals - time to last lane

where get interval uses Table II to get the possible in-
tervals for this combination, merge intersects and adds
new intervals resulting from the newly considered flight,
and get label produces the STLD label from the set
{1, 2, 3, 4, 5, A,B,C,D,E}.

The key computational cost of this algorithm is the de-
termination of f int; each instance of this can be done in
constant time; call it operation I. Then given n lanes, fk
flights in lane k, and f is the total number of flights in the
lane sequence, then the total number of I operations is less
than or equal to:

n∑
k=1

fk +
∑
i 6=j

fifj

The second sum dominates the complexity, and assuming fk

is on average f
n , and since there are

(
n
2

)
terms, then the

big O complexity is O(f2).

A. Lane Stream Properties: Occupancy, Density and Flow

For the discussion here, we assume an airway lane of
length d and consider a time interval of length tmax, call
it [0, tmax]. Also assume that all UAS fly through the lane
with a constant speed, s. A flight scheduler assigns start times
for flights to go through the lane; let S be a set of such start
times. Then, to satisfy constraints, it must be the case that
no two start times are closer than headway time, ht, of each
other. This is equivalent to packing segments of length ht
into the lane (time) interval. The maximum number of UAS
possible in the lane during the time it takes a UAS to traverse
the lane, ntmax, is then:

ntmax ≡ b
d

s · ht
c



Clearly, achieving ntmax depends on obtaining a perfectly
packed requested start time sequence. There is also a max-
imum number of UAS in terms of spatial packing, and this
is given by:

ndmax ≡ b
d

hx
c

where hx = s · ht is the headway distance.
Suppose that flight request start times are sampled from a

uniform distribution across the given time interval [0, tmax].
The time occupancy, Θt(A), is a function of the scheduling
algorithm A and is defined as:

Θt(A) ≡ µA
ntmax

where µA is the mean number of flights through the lane
during the time interval [0, ds ] of several trials with algorithm
A. If the scheduler has no choice but to assign the requested
start time if possible and otherwise reject the request (call
this algorithm A0), then this is an example of Renyi’s
Parking Problem [35], and Θ(A0)→ 0.74759 as tmax →∞.
In the experiments below, we compare algorithms and lane
parameter sets by means of their observed time and space
occupancy measures.

Next consider standard ground traffic stream properties:
density, occupancy and flow (see [36] for a detailed discus-
sion). The spatial density of the lane at time t, ks(t), is
defined as:

ks(t,A) ≡ µA
d

that is, the average number of vehicles in the lane over the
length of the lane. Spatial occupancy can then be defined as:

Θs(t,A) ≡ Θt(A) · ndmax

d

Finally, spatial flow, q(t,A), is defined as:

qs(t,A) ≡ ks(t,A) · s

These traffic stream properties are used to characterize the
performance of a set of algorithms compared in the experi-
mental section.

III. EXPERIMENTS

The first experiment establishes a baseline for Renyi’s
constant; our lane packing implementation obtains Θt(A0) =
0.7448 for 1000 trials on (0, 100], and Θt(A0) = 0.7447 for
10000 trials. The first experiment related to lanes aims to
establish whether Renyi’s constant holds for these types of
intervals. To ascertain this, a USS is called each time step for
the first 3700 time units, and it issues a uniformly sampled
request in the time interval (4000, 4100]. For 10 experiments,
the result is Θt(A0) = 0.75. This shows that the system is
acting as expected.

We now consider three scheduling algorithms, each of
which receives a requested launch interval, and a desired
launch time:
• Algorithm A0: Only accepts a flight plan with the

desired launch time.

TABLE I
RESULTS OF 3X3 GRID SIMULATIONS.

Algorithm A0 Algorithm A1 Algorithm A2

Test 1 1552 3094 3312
Test 2 1570 3089 3344
Test 3 1572 3073 3324
Test 4 1560 3092 3315
Test 5 1577 3081 3332
Test 6 1515 3138 3311
Test 7 1541 3108 3353
Test 8 1584 3095 3336
Test 9 1542 3109 3367

Test 10 1550 3073 3323
Mean(µA) 1556.3 3095.2 3331.7

• Algorithm A1: chooses the closest allowable time to the
desired time in the interval (and the earlier time in case
of a tie).

• Algorithm A2: selects the earliest allowable time, if any,
in the interval.

The parameters of the scenario are as follows: a 3x3 grid with
distance 50 units between each node is used, and there is a
launch and land lane at each road intersection (see Figure 9).
The air roundabouts are located at 50 units in the air, while
upper and lower lanes are at 53 and 46 units, respectively.
The speed of each UAV is set to 1 unit per time step, and
ht is also set to 1. There is 1 USS issuing 5 flight requests
each time step, and these are in 100-time unit intervals with
a random desired time uniformly sample in the interval. The
simulation is run 1000 time steps for each algorithm, with
10 trials of each.

Fig. 9. 3x3 Grid Airway Layout and Example Flight Path.

The results are given in the Table I, showing that algorithm
A2 schedules the most flights. However, deeper insight into
the algorithms performance can be gained from the lane
stream properties. For example, Figure 10 compares the time
occupancy of the three algorithms in Lane 121.

It can be seen that Algorithm A2 outperforms the other
two, but in terms of flight policy, it can be seen that



0 200 400 600 800 1000 1200 1400 1600 1800

Time step

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8
T

im
e

 O
c
c
u

p
a

n
c
y
 -

 L
a

n
e

 1
2

1

Algorithm 2

Algorithm 1

Algorithm 0

Fig. 10. Lane 121 Time Occupancy for the Three Algorithms. A2

Outperforms the Other Two.

Algorithm A1 does not perform very much worse than A2

while it assigns launch times closer to the desired times of the
operators. Thus, a small time occupancy difference may be
acceptable given the higher satisfaction of users. This kind of
cost-benefit analysis is quite useful to UAM administrators.

IV. CONCLUSIONS AND FUTURE WORK

We propose a lane-based strategic deconfliction schedul-
ing method. Algorithm SD, which is more efficient and
effective than current state-of-the-art large-scale UAS flight
management approaches (e.g., NASA-FAA’s proposal that
USS’s exchange flight data details). In addition, Algorithm
SD can be used without sacrificing the privacy of operators
flight data. We are working with the Utah Department of
Transportation, Aeronautics Division, to make this system
available in actual practice, and have built and simulated
flights in airways over large sections of Salt Lake City, Utah.

Further developments are underway:
• the current approach only considers the shortest path

through the lanes, and a variety of paths should be
considered,

• dynamic re-scheduling must be included to account
for UAS deviations from the prescribed plans (i.e.,
contingencies), or for emergency situations,

• flight planning should include environmental and other
factors, and

• Algorithm SD may be applied to any type of lane-based,
large-scale UAV environment, for example, automated
warehousing.

Techniques for lane-based contingency management are cur-
rently under study (e.g., emergency lanes next to regular
lanes), and dynamic creation of lanes allows any advantages
for handling contingencies (e.g., creating landing lanes).
In addition, Software Defined Networking ideas are begin
applied to allow real-time distributed routing. These meth-
ods show great promise in making large-scale UAS traffic
management possible.

TABLE II
ENUMERATION OF ALL POSSIBLE SCHEDULED FLIGHTS VS REQUESTED

LAUNCH TIMES INTERACTIONS.

Labels Intervals Labels Intervals Labels Intervals
1A,1A [q1, q2] 1C,5E ∅ 3B,4C [q1, q1;

3B,4C q2, q2]
1A,1B [q1, q2] 1D,1E ∅ 3B,5C [q1, q1]
1A,1C [p3 − ts, q2] 1D,2E ∅ 3B,5D [q1, q1]
1A,1D [q2, q2] 1D,3E ∅ 3B,5E [q1, q1]
1A,1E ∅ 1D,4E ∅ 3C,3C [q1, p1, <;

3C,3C p3 − ts, q2, <]
3C,3C [q1, p1,=;
3C,3C p2, q2,=]
3C,3C [q1, p4 − ts, >;
3C,3C p2, q2, >]

1A,2A [q1, q2] 1D,5E ∅ 3C,3D [q1, p1;
3C,3D q2, q2]

1A,2B [q1, q2] 1E,1E ∅ 3C,3E [q1, p1]
1A,2C [p3 − ts, q2] 1E,2E ∅ 3C,4C [p1, p4 − ts;

3C,4C q2, q2]
1A,2D [q2, q2] 1E,3E ∅ 3C,4D [q1, p1;

3C,4D q2, q2]
1A,2E ∅ 1E,4E ∅ 3C,4E [q1, p1]
1A,3A [p2, q2] 1E,5E ∅ 3C,5C [q1, p4 − ts]
1A,3B [p2, q2] 2A,3A [p2, q2] 3C,5D [q1, p4 − ts]
1A,3C [p3 − ts, q2, <] 2A,3B [p2, q2] 3C,5E [q1, p1,≤;
1A,3C [p2, q2,≥] 3C,5E q1, p4 − ts, >];
1A,3D [q2, q2] 2A,3C [p2, q2] 3D,3E [q1, p1]
1A,3E ∅ 2A,4A [q2, q2] 3D,4E [q1, p1]
1A,4A [q2, q2] 2A,4B [q2, q2] 3D,5E [q1, p1]
1A,4B [q2, q2] 2A,4C [q2, q2] 3E,3E [q1, p1]
1A,4C [q2, q2] 2A,5A ∅ 3E,4E [q1, p1]
1A,4D [q2, q2] 2A,5B ∅ 3E,5E [q1, p1]
1A,4E ∅ 2A,5C ∅ 4A,5A ∅
1A,5A ∅ 2A,5D ∅ 4A,5B ∅
1A,5B ∅ 2A,5E ∅ 4A,5C ∅
1A,5C ∅ 2B,3C [p1, q1; 4A,5D ∅

2B,3C p2, q2]
1A,5D ∅ 2B,4D [p1, q1; 4A,5E ∅

2B,4D q2, q2]
1A,5E ∅ 2B,5E [p1, q1] 4B,5C [q1, q1]
1B,1C [p3 − ts, q2] 2C,3C [p1, q1; 4B,5D [q1, q1]

2C,3C p3 − ts, q2]
1B,1D [q2, q2] 2C,3D [p1, q1; 4B,5E [q1, q1]

2C,3D q2, q2]
1B,1E ∅ 2C,3E [p1, q1] 4C,5C [q1, p4 − ts]
1B,2C [p3 − ts, q2] 2C,4E [p1, q1] 4C,5D [q1, p4 − ts]
1B,2D [q2, q2] 2C,5E [p1, q1] 4C,5E [q1, p4 − ts]
1B,2E ∅ 2D,3E [p1, q1] 4D,5E [q1, q2]
1B,3C [p3 − ts, q2] 2D,4E [p1, q1] 4E,5E [q1, q2]
1B,3D [q2, q2] 2D,5E [p1, q1] 5A,5A ∅
1B,3E ∅ 2E,3E [p1, q1] 5A,5B ∅
1B,4E ∅ 2E,4E [p1, q1] 5A,5C ∅
1B,5E ∅ 2E,5E [p1, q1] 5A,5D ∅
1C,1C [p3 − ts, q2] 3A,3A [p2, q2] 5A,5E ∅
1C,1D [q2, q2] 3A,3B [p2, q2] 5B,5C [q1, q1]
1C,1E ∅ 3A,3C [p2, q2] 5B,5D [q1, q1]
1C,2C [p3 − ts, q2] 3A,4A [q2, q2] 5B,5E [q1, q1]
1C,2D [q2, q2] 3A,4B [q2, q2] 5C,5C [q1, p4 − ts]
1C,2E ∅ 3A,4C [q2, q2] 5C,5D [q1, p4 − ts]
1C,3C [p3 − ts, q2] 3A,5A ∅ 5C,5E [q1, p4 − ts]
1C,3D [q2, q2] 3A,5B ∅ 5D,5E [q1, q2]
1C,3E ∅ 3A,5C ∅ 5E,5E [q1, q2]
1C,4E ∅ 3B,3C [q1, q1;

3B,3C p2, q2]
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