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The emphasis up to now has been on the use of string grammar
techniques fbr the description of shape. However, it is sometimes
preferable to trade parsing efficiency for descriptive power, and to this
end a much richer class of geometrical grammars and parsing techniques for
those grammars have been developed.  Alternatively, one can forego
grammars altogether and describe shape as a relational structure; this
implies a graph matching approach to shape analysis. A side effect of
this approach is the construction of a structural description of the shape
being analyzed; in the grammatical approach, this description depends
directly on the grammar, whereas for relational models, the description

depends on the defined relations.

GEOMETRICAL SHAPE GRAMMARS

The notions of formal language theory can be modified so as to
allow for a more direct description of the geometrical relations between
the pieces of a shape. Thus, geometrical shape grammars must not only
describe how the primitve pieces of the shape are joined together
(syntactic coincidence), but also how well various relations between
geometrical. properties of the primitives hold (semantic consistency).

An example of this approach is the stratified context-free

shape grammar, or SCFSG, of Henderson & Davis (1981c), which is a

quadruple (N,T,P,S) just like for a string grammar, but with a much richer

structure. Let V N U T, then for every v in V,

v

<name part> {attachment part} lsemantic part]

where <name part> is the unique name of the symbol, {attachment part} is a
set of places where the symbol can be attached to other symbols, and

Lsemantic part] is a set of properties, usually geometric, of the symbol.
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Each vocabulary symbol represents a piece of the boundary of a shape.

This formulation differs significantly from grammars such as
PDL or tree grammars in that a terminal symbol no longer represents an
oriented line segment or physically defined piece of the shape, but rather
a logical piece of the shape. For example, the terminal symbol of a tree
grammar‘hight represent a horizontal line segment of a specific length,
while for a SCFSG the terminal symbols would represent wall, floor, roof,
etc.

Productions in the grammar are also quite different from
ordinary productions. Every p in P is of the form (vi=a,A,C,G,,Gg), where
the rewrite part v:=za means that the symbol v in N is composed of the
string of symbols a = ViVoe.eVp in vY. Stratification of the grammar is
achieved by assigning a level number to each symbol, indicated by 1(v)s
1(S) = n, for t in T, 1(t) = 0, and in any rewrite rule v:=za, if 1(v) = k,
then for every v; in a, 1(vi) = k=1, Furthermore, in order to apﬁly a
rewrite rule, it is necessary to check for appropriate syntactic
coincidence and semantic consistency which are described by the A and C
parts, respectively, of the production. Finally, if the rewrite rule is
to be applied, then the G, and Gg parts of the production describe how to
form the attachment part and semantic part, respectively, of the new
symbol.

Such a grammar allows an anthropomorphic layout of the
semantics of the shape, i;e., productions can be described graphically,
and relations such as parallel, equal length, etc. can be used in
describing shape. Other approaches to the use of attributes and
geometrical shape grammars are given in Vamos & Vassy (1973), Fu (1974)

and Gonzalez and Thomason (1978).

PARSING TECHNIQUES

Parsing techniques for shape grammars are usually
nondeterministic in nature, and classical top-down and bottom-up
techniques have been applied to shape analysis. However, a start has been
made toward a theory of shape grammar compilers, see Henderson (1981a) and
Henderson & Davis (1981b). The approach ad&ocated there involves
producing a parsing mechanism based on both syntactic and semantic
constraints between the pieces of the shape. A similar method has beeﬁ

proposed by Masini and Mohr (1978).
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A constraint between two symbols can be represented in
complete generallty by a relation between two sets, see Montanari (1974).
If X and Y are sets, then the characteristic function F can be used to

represent relation R:

F: XxY -> {0,1}; F(x,y) = 1 iff (x,y) in R.

If X has m elements and Y has n elements, then 2™} different relations
exist between X and Y. An m by n matrix whose entries are just F(x,y) can
be used to represent é relation.

Negation, union,' intersectibn and a partial ordering relation
of set inclusion can be defined in a straightforward way. Relations form
a complete lattice with greatest element the matrix of all ones and least
element the =zero matrix. Union and intersection act as sup and inf,

respectively. A composition of relations is defined as:

Ryz = Ryp Ry3
1ff Ry3(rys) = VIR () "Rpglt,s)]

This is just Boolean matrix multiplication when relations are represented
as matrices. A relation is total if every element of X and Y are in
relation to some other elément.

We would 1like i:o consider constraints between more than two
variables at a time, but the amount of information grows exponentially
with the number of variables. This poses practical difficulties since an
n-ary relation R is any subset of X = X1xX2x...xXn, and if each Xi has m
elements, then there are a total of 2P n-ary relations, where p = mf.
However, projections of n-ary relations to networks of binary relations

present a useful alternative. A network of binary relations is a set of

XJ., for i,j = 1,n. The nodes of the network are the elements of X, and

from every set Xi to every set

the relations Rij can be viewed as labeling thé edges between nodes.
Given X as above, there are 2p networks of binary relations, assuming
Rij = Rji and p = m?#*[n*(n+1)/2].

N-ary relations can be defined in terms of networks of binary

- relations. The projection formula proposed by Montanari is:
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R'ij(i1,i2) = V a(i1,12,i35---’in)

where i3,iu,o-o,in = 1’m0

Not all n-ary relations are representable by a network " of binary
constraints. Moreover, an n-ary relation may have many distinct network
representations. Montanari shows that the projection formula provides a
minimal (with respect to inclusion) ﬁetwork to represent an n-ary
relation.

The central problem in using networks of constraints to
represent an n-ary relation is to find the minimal network equivalent to
the given network. No algorithm is known other thén complete enumeration.

We now discuss the procedures for deriving local constraints
from the shape grammar. Two types of constraints, syntactic and semantic,
are described.. The semantic attributes of a vocabulary symbol are
computed from the attributes of the symbols which produce it (see Knuth
(1968) for a discussion of defining semantics for context-free languages
using both synthesized and inherited attributes; we use only synthesized
attributes here). Consider a vocabulary symbol as representing a piece of
the boundary of a shape. If a hypothesized vocabulary symbol is part of a
complete shape, then it is adjacent to pieces of the shape which can
combine with it to produce a higher level vocabulary symbol. Therefore,
if the set of all possible neighbors of é vocabulary symbol is known, and
at one of its attachment points no ﬁypothesis for any of these symbols
exists, then that hypothesis can be eliminated. This type of constraint
is called a syntactic constraint. The other type of constraint involves
somé‘geometric relétion between the semantic features of two vocabulary
symbols, e€.g., thevmain axis of an airplane is parallel to the axis of its
engines. ) ‘ B

Let G = (N,T,P,S) be a SCFSG, let v,w,x be in V, let at(v)

denote the attachment points of v, and let av be in at(v). We define:

1. v Ancestor . .. W iff there exists p in P such that the
rewrite rule b#’p iS Vi=...W... and there exists an aw in at(w)
such that aw is identified with av in G_ of p. That is, the
attachment point of the left hand side symbol, v, is associated
with endpoint aw of the right hand side symbol w.

® a i v ° *
2. w Descendent W,av v ’lff Ancest rav,aw W
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3. v Neighbor w ¥ iff there exists p in P such that the
rewrite rule’ of p is xt=...V...W... and aw is specified as
being joined to av in A of p, or there exists x in V with ax in
at(x) and y in V with ay in at(y) such that x Ancestor v,

X,av
and y Nelghbor x, and w Descendent ax,a

ay,ax aw,ay J°

Using matrix representations for these relations, the descendents and
nelghbore‘of a symbol at a particular attachment point can be computed,
see Henderson & Davis (1981c) or Davis & Henderson (1981) for details.

B Semantic constraints can be generated in exactly the same way
'1 as syntactic constraints, i.e., by defining binary relations and compiling’
their transitive closure. For example, the axes of two symbols are
parallel if a production states this explicitly, or if each symbol has an
ancestor parallel to itself and these ancestors are paraliel. Sueh
constraints also permit global constraints to be accounted for, e.g., the
orientation of the main axis of an airplane could be fixed, and this
certain information propagated throughout the system.

The result of such a parse of an unknown shape is a
description in terms of the grammar used. This approach to shape analysis
can be viewed as a type of pattern-directed translation in that the graph
structure of .relations on the primitives is mapped into a structural

description based on the underlying grammar.

AMBIGUITY AND NOISE

One of the major problems facing any shape analysis method is
that of the noise in the data. For ekample, extraneous primitives may be
generated by spurious edges, or actual primitives of a shape may go
undetected due to the poor quality of the image. Another major concern is
the ambiguity of the primitives that are extracted to represent the
patterns. For example, if the terminal symbols of a grammar represent the
line segments_oriented at 0, 45; 90 and 135 degrees, then what symbol is
assigned an edge oriented at 22.5 degrees? How can this ambiguity be
accounted for in the model or the analysis?

The problem of noise can be overcome to a great extent by
smoothing the data. Many syntactic shape modeling methods use line
segments as the primitive shape elements. Piecewise linear approximations
provide an efficient means of data compression and n01se suppression.
However, the noise elimination techniques are usually directly related to

the type of image analyzed and the type of shape model. e.g., string,; tree
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or geometrical.

Elimination of ambiguity in the data is also closely related
to the specific shape model used. - A common method is to quantize the
"primitive space" fine enough so that ambiguous primtives have 1little
effect or are easily accounted for in the model. Alternatively, ambiguity
can be accounted for in the grammar by allowing some leeway in the

application of productions.

STOCHASTIC GRAMMARS

Stochastic grammars provide a mechanism for describing the
effect of random events on a pattern. As such, stochastic grammars are
interesting in their own right and need not be restricted to shape
grammars. When noise and ambiguity affect the terminal symbols of a
grammar, more termihal symbols may be introduced, i.e., new symbols
account for deformed versions or perhaps parts of the original terminal
symbols. These new symbols have a lower a priori likelihood of being in
the data. We consider how this can be accounted for in a string grammar.

Given a language L, every string x in L can have a probability
p(x) from (0,1] associated with it such that the sum of the probabilities

of all the strings in the language is one. A stochastic grammér is a

quadruple (N,T,P,S), where N and T are the non-terminals and terminals,
respectively, S in N is the start symbol, and P is a finitef’set of
stochastic production trlples (al,b j,le), j= 1,...,nl, and i = Tye..,k,
where a; 1s in (N U T) N(N U T) ’ biJ is in- (N U T) and Pij is the
probability associated with the application of the productlon, pij in
(0,1] and the sum of the 1 13
in P. Then ¢ = da.e may be replaced by f = dbije with probability pij’

is one for j = 1 to ny. Let (al,biJ,piJ) be

that is, ¢ => f with probability piJ If a sequence of strings
WqsWoyeee,Wy o exist such that ¢ = w1, £ =wy,qand w; = :;+1 for i = 1
to n, then ¢ generates f with probability p = ) and ¢ => f.

Let L(G) denote the stachastic language generated by G:

L(G) = {(x,p(x)Ix in,T*, S=>*x,

and p(x) = py, § = 1,ki

where k is the total number of distinct derivations of x from S, and pj is
the jth derivation of x. See Fu (1974) for a complete description of

stochastic grammars and recognizers.
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GRAMMATICAL INFERENCE

A major inconvenience of grammatical methods is the necessity
of designing a shape grammar to model the desired class of shapes. Some
effort has been expended to directly infer the grammar from a set of
examples. Grammars generated in such a way can be assigned a measure of
goodness in terms of their complexity, that is, the number of non-terminal
symbols and productions. The two major approaches to grammatical
inference are enumeration and induction. . Both of these methods will be
briefly presented here, and their application to shape grammars discussed;
see also Fu (1974) and Fu and Booth (1975a, 1975b).

Gold (1967) has formulated the theoretical | study of
grammatical inference by enumeration. Basically, given a set of strings
in the target language and a set of strings not in the target language,
then a grammar must be found. Different types of languages are produced
depending on the method of presentation of information: text or informant
presentation. The former provides both the set of strings in the grammar
and those not in the grammar, while the latter gives only the set of
strings in the grammar. An enumeration method to infer finite-state
grammars has been developed by Pao (1969). A finite-state grammar is
constructed‘for the set of strings; then, with the help of the informant,
the grammar is generalized. Crespi-Reghizzi (1971) developed a method for
inferring an operator precedence grammar. The search for a grammar can be
made more efficient if the form of the grammar is known; this allows the
elimination of a large class of grammars. The notion of one grammar
covering another also allows elimination of all those grammars covered by
an unsuccessful grammar.

Inductive inference methods proceed by discovering the
recﬁrsive structure of a grammar. Given a valid string, delete substrings
from it and determine if the resulting string is acceptable. If so, then
substitute repetitions of the deleted substring and determine if the
resulting string is acceptable. If it is, then a recursive structure of
the language has been found.

Grammatical inference of shape is, like parsing, someﬁhat more
complicated than its string grammar counterpart. Given a set of patterns,
the problem is first to describe the patterns in terms of the chosen shape
primitives and relations between them, and then to determine a shape

grammar that generates that set. Thus, three things must be determined:
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the primitives, the relations and the productions. Evans (1971) has
produced a heuristic inference method. After generating a set of possible
grammars, a measure of goodness determines which one 1is chosen. For
‘example, such a measure could be proportional to the number of primitives
and relations in the grammar and inversely proportional to the number of
productions squared. Lee & Fu (1972) have extended string grammar
inference techniques to an interactive shape grammar inference system.

A method for inferring tree grammars is described in Gonzalez
& Thomason (1978). Given a sample set of trees, productions are formed
for each tree separately. Productions are checked for embedding. Next,
equivalent non-terminals are merged. = After this step, non-terminals of
the appropriate degree are combined. Finally, productions are added so
that all the samples derive from the start symbol, and a tree grammar is
formed. Examples of 2-D pattern grammar inference are given; however, the
number of non-terminals and productions seems inordinately. ‘high.
Techniques also exist for stochastic grammar inference, and Gonzalez and
Thomason (1978) and Fu (1974) dicuss these.

RELATIONAL MODELS

Several high-level relational models have been described in
the literature, see Fischler & Elschlager (1973), Davis (1979), Shapiro &
Haralick (1979) and Shapiro (1980). Such models use convex parts or‘line
segments as shape primitives. Once a decomposition of the shape in terms
of the primitives is achieved, a relational description of the shape is
constructed in terms of the relations. For examplé,‘Shapiro (1980) uses
ternary relations between primitives which form  intrusions and
protrusions. A search is then performed to find mappings from a prototype
to a test shape. This is- equivalent to a subgraph isomorphism problem,
and consequently is NP-complete. However, special look-ahead operators
are used to rgpuce the amount of search required, see Haralick & Shapiro
(1979). This approach to shape modeling allows for simple, yet sufficient
models, which permit inexact and partial matchés. - However, the
construction of the relations is quite expensive, being” of order n3
complexity.

k Semantic  networks offer a similar approach to shape
description, e.g., see Ballard et al (1978). Each node of the net

represents a primitive, and nodes are connected by one or more arcs which
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indicate the relation between those nodes. Operations defined on a
semantic net include: pattern-directed access, updating (de;etion,
addition and modification of nodes or arcs) and inference. Semantic nets
are very limitied in scope unless they allow quantification and the use of
logical connectives. Moreover, in most systems, encoding and decoding are

done by hand.
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