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Abstract

We examine the simulation of notional sensors and
sensor fusion systems embedded in Virtual Reality
training systems. Without building either the hard-
ware or (much) software for such systems, we sim-
ulate their characteristics in a real-time, Distributed
Interactive Simulation (DIS) environment. Cost-
benefits analysis of simulation outcome permits us
to refine or reject designs without committing to im-
plementation. This work is part of a project building
a practical simulation-based design framework for
teleoperated mobile robots. Virtual Environments
provide a structured synthetic background for no-
tional sensor simulation.

1 Introduction

The emerging concept of Virtual Reality is proven useful
in such diverse fields as medicine, military training, enter-
tainment, architectural design, and education. A Virtual
Reality system consists of a synthetic environment and a
human-computer interface. The real-time interaction be-
tween the user and the synthetic environment is mediated by
multiple sensor modalities and displays. Some of the top-
ics related to the use of sensors systems in virtual reality
can be found in [Burdea and Coiffet, 1994, Kim et al., 1994,
National Research Council, 1995].

Simulation-based Design (SBD) is a cost-effective, time-
saving approach for designing and testing new systems. It uti-
lizes virtual reality tools for modeling, testing and analyzing
new systems before attempting to build them. This is particu-
larly useful if creating the virtual world is cheaper or less haz-
ardous that implementing a prototype. A research project for
building a practical framework for designing and testing tele-
operated mobile robots using the SBD approach, at the Center
for Engineering Design at the University of Utah, consists of
a design station and a simulation station (see Figure 1). The
design station is used to define the robot in terms of geome-
try, kinematics, dynamics, actuation, sensing, and communi-
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Figure 1: Simulation-based design cycle.

cations. This information is passed to the simulation station
which generates a 3D representation of the synthetic environ-
ment. We are using this framework to design and test these
teleoperated robotic entities for specific tasks and operations.

An intelligent sentry uses many sensors; a telerobotic ve-
hicle must “see” its environment, an automatic target desig-
nator must locate its target. Sensors are essential components
of mobile robots. To simulate sensors and sensor fusion sys-
tems, we must model sensor characteristics and augment the
synthetic environment to support sensor perception.

In simulating sensors, there are two approaches to generate
sensor data:

1. Using synthetic data given the sensor model and parame-
ters, its position and orientation, and a description of the
scene in the sensor’s range.

2. Using pre-recorded real data from a real sensor in a real
environment in similar situations and conditions.

These approaches are discussed in [Chen et al., 1994] and
the simulation of several types of sensors is described. We
will be using the first approach to generate the sensed data
from the 3D model of the environment.




Figure 2: A scene from DIS simulation.

2 Background

Distributed Interactive Simulation (DIS) is used to perform
multiuser simulations on networked computers. The main ad-
vantage of DIS is that it allows participants to join a simu-
lation session and interact with the virtual environment and
with other participants in the simulation. DIS has a standard
protocol called IEEE 1278.1 which allows different simula-
tors on different platforms to participate in the same simula-
tion [Ins, 1994]. The DIS protocol does not specify imple-
mentation of hardware. Our simulation is in fact a suite of
programs communicating over a standard Ethernet using the
DIS protocol standard. For example, NPSNET is an interac-
tive simulation system developed at the Naval Postgraduate
School [Macedonia et al., 1994, Nav, 1995]. NPSNET uses
the DIS protocols for the interaction of multiple users on net-
worked computers. NPSNET represents a good example of
using virtual environments and modeling the environmental
parameters that affect the visual perception of the scene.

NPSNET requires an advanced Silicon Graphics Worksta-
tions for effective operation. It is written in C++ using the
IRIS Performer library which provides routines for building
3D real-time animations [Sil, 1994]. Figure 2 shows a scene
from NPSNET. We augment NPSNET to simulate different
sensors and to accommodate mobility, sensing, and commu-
nication constraints.

3 Visual Perception of Sensor Output

Visualization of sensor output can take several forms. Choos-
ing the most suitable form is a challenging problem in itself.
Sensor output can be classified based on the following factors:
e type of output.
e number of data items in a single reading.

e range of output.

e resolution.

For example, the output of a certain model of black and
white camera is an intensity image with 460 x 240 data items.
and with range from 0 to 255 and resolution 0of200 pixel/mm2 .
while the output of a certain model of sonar sensor is a single
value with range 20mm to 3000mm and resolution of 0.5mm.

The output of a camera can be represented by the 2D ver-
sion of the field of view, after adding a predefined distortion
and environmental effects such as time-of-day, fog, etc. The
output of a sonar sensor can be represented by a line starting
at the sonar sensor and ending at the nearest object within the
sonar field of view.

The communication method used also affects the quality
and rate of the generated output. For example, noisy com-
munication channels will produce lower quality images and in
some cases might totally distort the image. Also, a low band-
width channel will lower the rate of displayed images. Sim-
ulating the communication channels provides a more realistic
sensor output which is required in military training applica-
tion.

4 An Example: Simulating a Camera

Simulating a camera requires the generation of “realistic” im-
ages from the 3D scene. For example, a zoom lens witha wide
field of view, mounted on a small mobile robot, might distort
its image so badly that a human driver would have trouble lo-
cating significant obstacles in time to avoid them.

The following factors affect the generated images:

e Camera parameters such as focal length, resolution, ra-
dial distortion, etc. These parameters are defined using
a data-entry system with a graphical user interface as
shown in Figure 3.

o Surface characteristics such as specular, ambient, dif-
fuse, emission, etc. These parameters are associated with
the geometric database for the terrain and the objects
constituting the virtual environment. It is important to
note that most existing terrain databases do not provide
this information, and it must be inferred. Attempts have
been made to integrate actual sensor data into the syn-
thetic terrain [Brendley and Grossman, 1992].

o Environmental effects such as time-of-day, fog, smoke,
etc. These effects are supplied by the IRIS Performer li-
brary used in drawing and animating the scene.

The following are the steps for creating the simulated image
given the previous factors and parameters:

1. The 3D scene is generated using the IRIS Performer
library and the environmental effects are added to the
scene as desired.

2. A snapshot of the scene is taken that represents one an-
imation frame. This is done using a perspective projec-
tion with pinhole camera geometry.
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Figure 3: user interface for defining sensors.

3. The sensor perception module is used to modify the gen-
erated snapshot according to the sensor type and param-
eters. For example, focal length is used to determine the
field of view for the generated image.

4. The processing module takes the generated images and
performs any necessary image processing tasks such as
edge detection, grouping, etc. '

Figure 4 shows a schematic diagram of the simulation sta-
tion with its different modules.

As an example, consider modifying the image in the sen-
sor perception module to simulate radial distortion. The radial
distortion factor causes geometric displacements and warping
to the generated image due to the laws of geometric lens op-
tics [Wolff ez al., 1992]. The equations for calculating the dis-
torted pixel locations as defined in [Ame, 1980] are as fol-
lows:

Xi+ D = X,
Yd+Dy:Yu

where, (X4, Yy) is the distorted image coordinate on the im-
age plane, (X4, Yy) is the undistorted (ideal) image coordi-
nate, and D, and D, are defined as:

Dy = Xa(k1r? + kor* 4 ..)
D, = Yd(k1r2 + kor* + .. )

where k; are the distortion coefficients. In most cases, it is
sufficient to consider only the first term, k;. In this case the
distorted coordinates can be calculated as:

—_ Xu
- 1 + k17‘2

Xa

Yy
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Figures 5, 6, 7 show the effect of applying these equations
to a synthetic image of vertical and horizontal lines and to a
snapshot image generated from the DIS simulation using IRIS
Performer. Two different values for the radial coefficient
were used, 0.005 and 0.01.

The processing module can be either software or special
hardware component (e.g., Datacube). The idea is that, once
the synthetic image has been created, we can use “traditional”
image processing techniques to analyze the generated image
and to supply feedback information about the scene.

5 Conclusion

Sensing in the virtual world is an essential part of creating a
realistic virtual reality application. Also it is useful as a test-
ing framework for new sensors and sensing techniques. An
example of simulating a camera was presented. Currently we
are working on the implementation of the sensor perception
module to handle different types of sensors.
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Figure 7: The effect of the radial distortion when k=0.03.




