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Abs t rac t  
We propose an approach to 3-D object recognition using 

CAD-based geometry models for freeform surfaces. Geom- 
etry is modeled with rational B-splines by defining surface 
patches and then combining these into a volumetric model of 
the object. Characteristic features are then extracted from 
this model and subjected to a battery of tests to select an 
"optimal" subset of surface features which are robust with 
respect to the sensor being used (e.g. laser range finder ver- 
sus passive stereo) and permit recognition of the object from 
any viewing position. These features are then organized into 
a "strategy tree" which defines the order in which the fea- 
tures are sought, and any corroboration required to justify 
issuing a hypotheses. We propose the use of geometric sensor 
data integration techniques as a means for formally selecting 
surface features on free-form objects in order to build recog- 
nition strategies. Previous work has dealt with polyhedra 
and generalized cylinders, whereas here we propose to apply 
the method to more general surfaces. 

1 Introduction 

Our goal is to develop a systematic approach for both 
the generation of representations and recognition strategies 
based on CAD models. Such a system provides an inte-- 
grated automation environment and permits automatic pro- 
cess planning. The system is composed of several compo- 
nents: a CAD system, a milling system, a recognition sys- 
tem and aunanipulation system. In previous work, we have 
explored the automatic generation of recognition strategies 
based on the CAGD mode1[7,8,10,11]. There we use the 
shape representation inherent in CAGD models to drive the 
recognition process. Others have been studying portions of 
this system. Recent work by Ho has focused on the gen- 
eration of computer vision models directly from a CAGD 
model[ 1,121. 

Strategy trees provide a robust mechanism for recogni- 
tion and localization of three dimensional objects (occluded 
as well as non-occluded) in typical manufacturing scenes. 
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Whereas our earlier work dealt with the use of geometric 
knowledge in constructing strategy trees for polyhedra and 
swept surfaces, here we examine feature selection for free- 
form surfaces. 
1.1 Related Work 

One of the first researchers to study the automatic syn- 
thesis of general recognition strategies was Goad[5]. He was 
concerned with automatic programming for 3-D model based 
vision. His work generated a recognition scheme for match- 
ing edges based on a general sequential matching algorithm. 
His algorithm proceeded in three steps: (1) predict a fea- 
ture, (2) observe (match) a feature, and (3) back-project 
(refine the object hypothesis based on step 2). These three 
steps form a template which is used by the automatic pro- 
gramming phase. He used a unit sphere to gather loci of 
viewangles (camera positions) which represent orientations 
of the object. His work differs from that described here in 
that he obtained 3-D interpretations of 2-D intensity images 
rather than 3-D sensor data. The only features used were 
straight edges from intensity images and the search trees 
were generated from a template and ordered by hand rather 
than automatically. His system did not consider partial oc- 
clusion. However, this was a major contribution since it 
was one of the first attempts to automate the generation of 
recognition schemes. 

Another influential project was the 3DP0 system by 
Bolles and Horaud[3]. This work is the 3-D generalization of 
the Local Feature Focus method[2]. Their system annotates 
a CAD model producing what is called the extended CAD 
model. From this model, feature analysis is performed to de- 
termine unique features from which to base hypotheses. The 
focus feature in their system is the dihedral arc. When the 
recognition system finds a dihedral arc, it looks for nearby 
features which are used to discriminate between model arcs 
with similar attributes. From these, an object's pose is hy- 
pothesized and subsequently verified. The work here work 
closely parallels the 3DP0 system. However, focus features 
were hand chosen in 3DP0 as were the local features used 
for discrimination. 

Recently, Ikeuchi has explored the use of interpretation 
trees for representation of recognition strategies[l3]. His sys- 
tem uses the concept of visible faces to generate generic rep- 
resentative views, called aspects. From this set of aspects, 
an interpretation tree is formed which discriminates among 
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the different aspects. His system uses a variety of object 
features such as: EGI, face inertia, adjancency information, 
face shape, and surface characteristics. Most of these fea- 
tures are based on planar faces. A very specific interpre- 
tation tree is generated for an object using a set of object 
specific rules. The rules were selected by hand rather than 
generated automatically. There does not appear to be any 
algorithmic approach for the application of the rules to dis- 
criminate between the aspects. The branching on the tree 
seems to be a function of the particular aspects chosen rather 
than being based on the geometric information in the model. 
1.2 Strategy Trees - 

The system developed in this paper is not dependent on 
a certain class of features but rather can be extended to in- 
clude many classes of features not implemented a t  this time. 
The system also performs automatic selection of features 
based on a set of constraints: feature filters. These features 
are used to form a strategy tree which provides a scheme for 
hypothesis formation, corroborating evidence gathering and 
object verification. Given a C A D  model of an object, a spe- 
cific, tailor-made system to recognize and locate the object 
is synthesized. ~ 

To attain this goal, the following problems have been 
solved: 

1. Geometric Knowledge Representation: The use 
of geometric data is central to a strong recognition 
paradigm. Weak methods can only be avoided when 
better information is available. The Alpha-1 B-spline 
model allows the modeling of freeform sculptured sur- 
faces. To obtain the geometric features of interest for 
3 - D  recognition, techniques for the transformation to 

In this paper we describe how techniques from geometric 
data sensor integration can be used to select features in free- 
form surfaces. 

2 Automatic Feature Selection 

Several kinds of knowledge are required for feature selec- 
tion. Geometric knowledge permits the selection of a com- 
plete and consistent set of features, while the sensor knowl- 
edge provides information on. the robustness and reliability 
with which such features can be extracted. On the other 
hand, domain specific information about the task can be 
used to select feature extraction algorithms based on their 
complexity, robustness, etc. 

The feature selection process can be viewed as a set of 
filters applied to the complete original set of features of an 
object. Filters select and rank features; order of application 
is important. Conceptually, the filters remove features from 
the input, in order of application, which do not meet the 
filter’s criteria. The goal here is to automate and optimize 
this filtering process. The filters select features based on the 
following qualities: 

e rare - histogram the features; rare features are useful 
for quickly identifying the object; these features make 
good root nodes in a search tree. 

0 robust  - measure of how well the features can be de- 
tected; error and reliability. 

e cost - measure of complexity (space and time) for com- 
puting feature. 

a computer vision representation have been developed. 

2. Automatic  Feature  Selection: The part to be rec- 
ognized or manipulated must be examined for signifi- 
cant features which can be reliably detected and which 
constrain the object’s pose as much as possible. More- 
over, such a set of features must cover the object from 
any possible viewing angle. In solving the feature se- 
lection problem, a technique is available for synthe- 

0 complete - does set of features cover all possible views 
of the object. 

0 consistency - how completely does feature character- 
ize object pose; (i.e., how many DOFs are unresolved); 
how well does the feature differentiate between objects; 
measure of likelihood of correctly identifying the ob- 
ject. 

sizing recognition systems. This produces much more 
efficient, robust, reliable and comprehensible systems. 

3. St ra t egy  Tree Synthesis: Once a robust, complete 
and consistent set of features has been selected, a search 
strategy is automatically generated. Such a strategy 
takes into account the strongest features and how their 
presence in a scene constrains the remaining search. 
The features and the corresponding detection algo- 
rithms are welded, as optimally as possible, into a 
search process for object identification and pose deter- 
mination. The automatic synthesis of search strate- 
gies is a great step forward toward the goal of auto- 
mated manufacturing. Generation of strategies is con- 
strained, not only by the feature selection process but, 
by the actual task to be accomplished. Thus, strate- 
gies for a specific task might not be as strong when 
applied to a different task; strategies are task specific. 

When used in combination, these filters provide the mech- 
anism with which to build a strategy tree. The task require- 
ments may be such that the result of these filters is the null 
- set of features. This can be dependent on the order in which 
the filters are applied to the complete feature set. For exam- 
ple, if the filter for rare features determines that a 1/4 inch 
dihedral edge is the best feature and is applied prior to the 
robustness filter, that dihedral might not be accepted by the 
robustness filter since it is so small. Thus, the set of features 
would be null after the application of the robustness filter. 
Whereas, if the robustness filter is applied first, it wouldn’t 
accept such features and when the rare filter is applied to 
the features accepted by the robustness filter, it would de- 
termine a different set of features as being best. The order 
of application is to be determined by knowledge of both the 
task to be accomplished and experience; this aspect of our 
approach merits further study. 
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Since there is this possibility of null feature sets when fil- 
ters are applied such that they absolutely eliminate features, 
the filters need to be applied in a relative manner. That is, 
the filters should rank the features rather than just elimi- 
nate those which don’t meet the criteria. If the features are 
ranked by the filters, null sets should never occur. However, 
the order of application is still important. 

A strategy tree is a generalization of a hierarchical classi- 
fier or decision tree and describes the search strategy used to 
recognize and determine the pose of objects in a scene. The 
use of strategy trees permits one to exploit knowledge of re- 
lations between the geometric features in the models. Such 
trees also define a sequence of measurements or evaluations 
of the scene data so as to eliminate certain classifications a t  
particular nodes. 

The system consists of two parts: the off-line model anal- 
ysis and strategy generation and the run time environment. 
The CAD model is analyzed in terms of the geometric knowl- 
edge needed for object recognition. This geometric informa- 
tion, which is analyzed by the feature selection process, is 
used by the strategy tree builder to produce the core of the 
run time recognition system. During run time, the strategy 
tree provides the search structure and control for the hy- 
pothesis generator. By using the information provided from 
the feature extractors and the strategy trees, the hypothesis 
generator attempts to hypothesize pose descriptions for rec- 
ognized objects in the scene. These hypotheses are verified 
for correctness and a description of recognized objects and 
their poses are the end result. 

The matching strategy consists of two phases: the hy- 
pothesis generation phase and the hypothesis verification 
phase. This recognition technique is known as hypothesize 
and verify. The hypothesis generation phase is controlled by 
the strategy tree and the verification phase substantiates or 
refutes the hypotheses generated from the strategy tree. 

A strategy tree consists of three major parts: 

1. The Root - Which represents the object to be recog- 
nized. 

2. - Which are the strongest set of view 
independent features chosen for their ability to permit 
rapid identification of the object and its pose. 

3. Corroborating Evidence Subtrees, CES - Whose pur- 
pose is twofold: they direct the search for corroborat- 
ing evidence that supports the hypothesis of the level 
1 features and they direct the search for geometric in- 
formation to completely determine the pose prior to 
hypothesis generation. 

Strategy trees determine the procedure a recognition system 
follows for object recognition. There will be a t  least one 
strategy tree for each model under consideration. If a model 
is used in a different task or environment, there could possi- 
bly be a different strategy tree for each of those tasks. The 
level 1 features are selected using the feature filters. These 
conform to the requirements which constrain the task, en- 
vironment, and model yet contain the strongest geometric 

information which leads to a solution. The corroborating 
evidence subtrees, CES, are constructed using geometric in- 
formation derived from the CAD model. 

The strategy tree guides the search through possible so- 
lutions. When a level 1 node is matched in the strategy tree 
and it is supported by the Corroborating Evidence Subtrees, 
then a hypothesis is generated. The hypothesis is passed to 
an object verifier which determines whether the hypothesis 
is valid within some confidence level. 

Once a level 1 node has been matched using the heuristics 
described above, and a determination made as to whether 
the feature is occluded or not, the local CES can be eval- 
uated, as prescribed by the strategy tree. This local evi- 
dence gathering limits the number of hypotheses generated 
and passed to the object verification phase by determining 
whether a hypothesis is justified by the local evidence. If 
there isn’t supporting local evidence, as prescribed by the 
strategy tree, then that level 1 match fails and the detected 
feature is marked as unmatched. If there is enough local 
supporting evidence, a hypothesis is generated for the ob- 
ject verification phase to accept or reject. 

Two forms of verification have been examined: struc- 
tural and pixel correlation. Structural verification refers to 
verifying spatial relations among the features which should 
be present in the scene. This is similar to relational graph 
matching in 2-D. For an example of this type of strategy, 
see[9]. 

Pixel correlation refers to the verification technique of 
matching predicted depth, pixel by pixel, in a generated iiii- 

age and the sensed image. This corresponds to template 
matching in 2-D and requires a good camera model. 

Either of these methods provides for verification. This 
follows the hypothesis verification techniques used by others[2 
3,141. One of three states is assigned to the match of the 
hypothesized feature or pixel with the observed feature or 
pixel: 

positive evidence When the observed feature or depth 
is approximately the same as predicted. This means 
the observed object matches the transformed model in 
the predicted image. 

neut ra l  evidence When the observed feature or depth 
is closer to the sensor than the predicted one. This 
seems counterintuitive but it simple means that the 
predicted feature/depth can’t be observed because some 
thing is possibly blocking sight of the object. In the 
presense of occlusion, it can’t be determined whether 
the difference between the prediction and the scene is 
due to an incorrect hypothesis or due to an occluding 

object. This also holds for shadow pixellregion in the 
range image for the same reason. 

negative evidence When the observed feature or depth 
is much farther from the sensor than the predicted one. 
This definitely points to an incorrect hypothesis since 
the observed featureldepth is not occluded but is not 
where it should be. 

1 -- 



If these measures are accumulated for the predicted range 
image or structural features, the hypothesis can be quanti- 
fied and accepted or rejected accordingly. This quantifica- 
tion provides a measure of confidence in the hypothesis. 

3 Geometric Sensors for CAD Feature 
Select ion 

The concepts which have been outlined above have been 
implemented in an experimental system. The equipment 
used for the experiments consists of a Technical Arts IOOA 
White Scanner, DEC VAX class processors and an HP Bob- 
cat. Feature computation was coded on a VAX 750 in C. 
The automatic generation of strategy trees and the matcher 
were coded on an HP Bobcat in HP Common Lisp. 

Range data was obtained with the White Scanner IOOA 
which returns actual Cartesian data. The structured light 
is a laser beam which is spread into a plane of light and 
directed onto the work space. The sensing mechanism is a 
GE CCD camera with a 240 x 240 image. 

The notion of a "geometry sensor" has been introduced in 
the robotics literature[4] as well as several other approaches 
to this idea[6,15]. A sensor is viewed as a device which pro- 
vides parameters which characterize some class of geometric 
element (e.g., a point, a line, a plane). This model permits 
the characterization of error in the sensed data, as well as the 
determination of the error in both data which undergoes a 
transformation of coordinate frames, and in higher-level fea- 
tures produced from sensed data (such as lines from points). 

In selecting surface features for a strategy tree to recog- 
nize a given object, we need some strong criteria for selecting 
patches of the surface of the object (in terms of their cur- 
vature). We propose geometric data integration methods 
as a formal approach to the selection of surface features in 
free-form surfaces. That is, given a model of the sensor (for 
example, a laser range finder), it is possible to determine 
the reliability and robustness of the curvature features of a 
particular region of the surface of the object under consid- 
eration by determining the reliability of higher-level surface 
curvature features derived from the sensed data. We are 
currently exploring the implementation of this idea. 

4 Conclusions and Future Work 

It has been shown that the automatic generation of recog- 
nition strategies is possible. A method is presented which 
analyzed the geometric information of an object to deter- 
mine the best strategy for recognition within the constraints 
of the sensing environment and the task. Using this informa- 
tion, a recognition system, a strategy tree, is produced which 
effectively matches models with sensed data. The strat- 
egy tree generation is performed automatically with mini- 
mal assistance from the user. The strategy tree provides a 
model based approach for the recognition and location of ob- 
jects using 3-D sensing techniques. These strategy trees are 
formed using the follolking feature filters: robust, complete, 
consistent, unique, and cost effective. Using these filters, 
a strategy is formed which includes the use of corroborat- 
ing evidence to substantiate hypotheses at  formation time 

thereby increasing the speed for recognition. 
We have proposed the use of geometric data integration 

techniques as a means to have formal criteria for the selection 
of surface curvature features in free-form objects. That is, a 
good sensor model is required as well as the analysis of the 
robustness of features derived from sensed geometric data. 
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