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Issues with Traditional Networks

Physical Layer

Data Layer

Network Layer

Transport Layer

Application Layer
 Logically-discrete layers

 Network behaviors based on 

hardcoded router policies and 

internal assumptions about user 

needs

 Applications have extremely 

limited ability to control 

network behavior. Network is 

essentially “application 

ambivalent”

 Network does not expose 

internal diagnostic or state 

information to applications

 Simple, but Inefficient

 Traditional networks are extremely ossified

 Difficult to perform real world experiments on large scale production 
networks.

 Research stagnation - huge costly equipment to be procured and networks to 
be setup by each team for research

 Rate of innovation in networks is slower as protocols are defined in isolation-
lack of high level abstraction.

 Inconsistent Policies

 Closed systems
 Hard to collaborate meaningfully due to lack of standard open interfaces.

 Vendors starting to open-up but not meaningfully.

 Innovation is limited to vendor/vendor partners

 Huge barriers for new ideas in networking.

Issues with Traditional Networks
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 Software Defined Networking (SDN) is an evolutionary approach to 

network design based on the ability to programmatically modify the 

behaviour of network devices. 

 SDN is a framework to allow network administrators to 

automatically and dynamically manage and control a large number 

of network devices, services, topology, traffic paths, and packet 

handling (quality of service) policies using high-level languages and 

APIs.

What is SDN? How does SDN address this?

 Specification Goal: “…provide open interfaces enabling development 

of software that can control the connectivity provided by a set of 

network resources and the flow of network traffic though them…” [1]

 What does this mean? 

 Decouple the network control from the network 

forwarding nodes, and centralize network intelligence

 Allow applications to govern network resources to 

maximize efficiency, flexibility, and scalability

 Make network diagnostics and statistics accessible

 Virtualization

 Orchestration

 Programmability

 Dynamic Scaling

 Visibility

 Automation: 
 Troubleshooting

 Reduce downtime

 Policy enforcement

What does SDN bring to a network? How is this implemented?

Centralized Intelligence

 Create a logically-centralized

network controller that 

communicates with both

applications and forwarding 

nodes, and will be responsible 

for implementing application 

needs at the network’s composite 

nodes and reporting information 

back to the applications

 Essentially a network operating 

system

Cross-Planar 

Communication 

 Create interfaces between the 

application, controller, and 

forwarding planes, to allow 

network control instructions to 

propagate “down”, and state and 

diagnostic information to 

propagate “up”

 North-Bound Interfaces 

(NBIs) and Control-Data Plane 

Interfaces (CDPIs)
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Data Plane

Data Plane

Data Plane

Data Plane

Data Plane

Control Plane

Control Plane

Control Plane

Control Plane

Control Plane

Closed

Data Plane

Data Plane

Data Plane

Data Plane

Data Plane

Control Plane

Control Plane

Control Plane

Control Plane

Control Plane

Control Plane

App

Data Plane

Data Plane

Data Plane

App App

Data Plane

Data Plane

Control Plane

1. Open interface to 

hardware (CDPIs)

3. Well-defined open API (NBIs) 2. Controlling Network Intelligence
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OpenFlow

 First SDN interfacing 

technology

 Specific protocol for 

CDPI operations: 

Controller – Data 

Forwarding nodes

 Physically 

implemented in the 

network nodes

How OpenFlow Works

 Defines Flow Tables at 

each network element 

(switch, router). 

 These tables track 

message characteristics 

and tie specified 

identifiers to specified 

actions

 Table is defined by 

messages sent from the 

controller

Flow Tables

 Composed of three 

segments:

 Rule: The characteristic 

of the incoming packet 

that defines it as this type

 Action: What to do with 

packets specified by Rule

 Stats: Tracking 

information for this type 

of packet (generally 

details history of use)

Controller

Communication in OpenFlow Network

Flow Table:

Match Field Action

empty empty

Host 1
MAC address

08-00-20-3A-00-4F

OpenFlow 
Switch

Src: 08-00-20-3A-00-4F

Dst: 08-00-2A-0B-FE-FD

21

Packet-in: unmatched frame 
with MAC 08-00-2A-0B-FE-FD

Packet-out: flood on all ports 
except ingress port

Host 2
MAC address

08-00-2A-0B-FE-FD

MAC table:

MAC address Ingress port

08-00-20-3A-00-4F 1
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Communication in OpenFlow Network

Flow Table:

Match Field Action

Src: 08-00-2A-0B-FE-FD
Dst: 08-00-20-3A-00-4F

Forward on 
port 1

Src: 08-00-20-3A-00-4F

Dst: 08-00-2A-0B-FE-FD

Forward on 

port 2

Host 1
MAC address

08-00-20-3A-00-4F

OpenFlow 

Switch

Controller

21

Packet-in: unmatched frame with 

MAC 08-00-20-3A-00-4F

Packet-out: forward on port 1

MAC table:

MAC address Ingress port

08-00-20-3A-00-4F 1

08-00-2A-0B-FE-FD 2

Host 2
MAC address

08-00-2A-0B-FE-FD

Match Action

Src: 08-00-2A-0B-FE-FD
Dst: 08-00-20-3A-00-4F

Forward on 
port 1

Match Action

Src: 08-00-20-3A-00-4F
Dst: 08-00-2A-0B-FE-FD

Forward on 
port 2

Src: 08-00-2A-0B-FE-FD

Dst: 08-00-20-3A-00-4F

Flow-mod messages:

 Enterprise Networks

 Data Centres

 Infrastructure-based Wireless Access Networks

 Cellular Networks

 Optical Networks

 Home and Small Business

Applications

SDN use case - Security
Traffic Engineering (TE)

 A large body of research 

exists for TE techniques on 

older ATM and IP networks

 While SDN shows great 

promise for advanced TE, 

research is still in the early 

stages of determining 

exactly how to best do so

• Definition: “…optimize the performance of a data 

network by dynamically analyzing, predicting, and 

regulating the behavior of the transmitted data.”
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Flow Management: Switch Load 

Balancing
• Hash-based ECMP (Equal-Cost 

Multi-Path)
• Each switch holds multiple 

equal-cost paths to a given 

destination

• A hash from the packet’s 

headers modulo the number of 

paths determines which path is 

used

• Two large, long-lived flows may 

end up on the same path, 

creating a bottleneck!

• Proposed solutions:

• Hedera & Mahout

Flow Management: Controller 

Load Balancing
 All new flows must be 

routed to the controller for 

processing

 Huge bottleneck!

 Not scalable with single 

controller

 Four main controller 

schemes for solving this:
1. Logically-distributed

2. Physically-distributed

3. Hierarchical

4. Hybrid

 Proposed Approaches:

 Logically-distributed:

 HyperFlow

 DIFANE

 Physically-distributed:

 Onix

 BalanceFlow

 Hierarchical:

 Kandoo

 Hybrid

 SOX/DSOX

Flow Management: Multiple 

Flow Tables
Fault Tolerance

 Network must be able to 

recover from infrastructure 

failures extremely quickly  

(< 50 ms), so as to not affect 

users

 This is especially difficult 

for SDNs, which must:

 Wait for the controller to 

identify a fault

 Calculate a new route

 Update the Flow Tables for 

each switch along the path.

1. Fault recovery at data plane:

1. Restoration (Reactive)

2. Protection (Proactive)

 Protection is more favorable 

for large-scale SDN networks

2. Fault recovery at control 

plane:

 Absolutely critical

 Primary Backup Restoration

 Must coordinate between 

primary and backup 

controllers

 Must actually deploy the 

backup controllers
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Topology Update

 How do we handle packet 

forwarding when our 

policies are dynamic?

 Per-packet – Each packet 

will be individually 

processed 

 Per-flow – Each flow is 

guaranteed to be handled 

by the same version of 

policy

1. Duplicate Table Entries

 Old policies are stored until all 

packets originally created 

during that policy are delivered

2. Time-Based

 The controller delivers new 

policies with attached 

scheduled implementation, 

such that Switch 1 updates at 

time = t, Switch 2 at time = t + 

1, etc, all along the intended 

route

Traffic Analysis
Tool Type Technology Analysis

PayLess Query-based 

monitoring

• Adaptive polling based on 

variable frequency flow 

statistics collection algorithm

• Accuracy and 

overhead dependent 

on polling interval 

OpenTM Query-based

monitoring

• Periodically polling the 

switch on each active flow for 

collecting flow-level statistics

• High accuracy and 

high overhead

FlowSense Passive push-

based 

monitoring

• Using the PacketIn and 

FlowRemoved messages in 

OpenFlow networks to 

estimate per flow link 

utilization

• High accuracy and 

low overhead 

compared with the 

Polling method

OpenSketch Query-based 

monitoring

• Wildcard rule at switches to 

monitor aggregate

• Hierarchical heavy-hitter 

algorithm for high accuracy

• Low memory 

consumption with 

high accuracy.

MicroTE Push-based 

monitoring

• Implemented on separate 

server

• Scalable, low-overhead, 

proactive

• Low consumed 

network utilization.

OpenSample Push-based

monitoring

• Use packet-sampling tool 

sFlow and TCP sequence 

numbers

• Quick detection of elephant 

flows

• Low latency 

measurement with 

high accuracy for 

both network load 

and elephant flows.

What to Take Away?

 Traditional networking has a number of significant 

limitations that slow innovation and prevent intelligent 

networking

 Software-Defined Networking is a recent system aimed at 

addressing these limitations by increasing openness, 

interconnectivity, and programmability

 With SDN, we can achieve greater flexibility, reactivity, 

and network awareness

 Scalability: 
 Single controller is not sufficient to manage large scale network.

 How many controllers are needed to support large scale 
network?

 When to scale down?

 Multi Controllers:
 Each controller is responsible to a subset of the network.

 Concern with synchronization and communication between 
controllers

 How to slice the network resources among controllers?

 Latency between controllers and switches

Research Areas & Challenges
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Questions?
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