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ABSTRACT
Qualia-based Exploitation of Sensing Technology (QuEST) is an approach to create a cognitive exoskeleton to 
improve human-machine decision quality. In this paper, the authors present QuEST-motivated man-machine 
information fusion system is presented for situation awareness. User-based situation awareness includes both 
elements of external sensory perception and internal cognitive explanation. The authors outline QuEST ele-
ments and are used as a reasoning approach to achieve human intelligence amplification (IA) in relation to 
data aggregation from machine artificial intelligence (AI). In a use case example for multimedia exploitation, 
the QuEST approach enhances enhanced understanding of the man (mind-body cognition) and the machine 
(sensor-based reasoning) by establishing a cohesive narrative of situational activities. QuEST tenets of struc-
turally coherent, situated conceptualization, and simulated experience are utilized in organizing multimedia 
reports of Video Event Segmentation by Text (VEST).
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1. INTRODUCTION

For many activities, a user-machine workflow 
is required for data analysis and mission ef-
fectiveness (Blasch, Bosse, Lambert, 2012). 
For example, integrated global Intelligence, 
Surveillance, and Reconnaissance (ISR) opera-
tions include a five-phase process: Planning and 

direction; Collection; Processing and Exploita-
tion; Analysis and production; and Dissemina-
tion (PCPAD) (Air Force Doctrine, 2012). The 
PCPAD process is not linear or cyclical, but 
rather represents an multi-machine, multi-user 
enterprise of interrelated, simultaneous opera-
tions that can, at any given time, feed and be 
fed by other operations as illustrated in Figure 
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1. Key PCPAD process elements are machine 
tools to aid automation and decision making. 
For processing, it could be signals alignment, 
filtering and collection. For exploitation, it 
includes data correlation and association. For 
dissemination, visualization, interpretation and 
data reporting transfer knowledge. Exploitation 
and dissemination necessitate user refinement 
for situation analysis as well as data selection 
for reporting, picturing, and narration.

Qualia-based Exploitation of Sensing 
Technology (QuEST) is focused on the blending 
of traditional experience based interpretation 
with an artificially ‘conscious’ interpretation 
of the signals, data, and information. A driv-
ing motivation for QuEST is the theory that 
conscious has a role in robust decision making 
such as supporting a coherent narrative from 
sparse measurements.

In designing systems to augment user 
needs, it is desirable to provide intelligence 
amplification (IA) (Rogers, et al., 2003). Qualia 
provide a vocabulary for subjective analysis 

of stimuli. Qualia are the internal conscious 
perceptions of the basis set used to represent 
the stimuli and is a subjective aspect of the 
human’s conscious perception of the stimuli. 
Qualia allow an agent to understand/evaluate 
relevant data in decision making. The more that 
a sensor/user understands and evaluates their 
Qualia (Rogers, et al., 2008), the more self-
confident they would be in decision making. 
Qualia encompass an important component to 
uncertainty reasoning associated with subjective 
beliefs, trust, and narratives in decision making. 
This includes the conscious representation of the 
subconscious processing and thus represents a 
sense of intuition. The goal of the user-machine 
processing is to select relevant data in forming 
a cohesive narrative that explains the situation.

Situation analysis includes three domains: 
(1) human factors for situation awareness 
(Endsley, 1995A), (2) information fusion for 
situation assessment (Blasch, et al., 2006), and 
(3) psychology for situation representation (Pat-
terson, et al., 2012). While all three domains 

Figure 1. Information fusion in the enterprise
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have focused on situation understanding, the 
QuEST paradigm seeks to coordinate user cog-
nitive processes with that of the sensed world as 
augmented by machines for situation narratives.

The PCPAD process highlights human-
machine exploitation, shown in Figure 2 (Rog-
ers, et al., 2014). Sensing-to-processing includes 
command and control (C2) and collection 
which incorporate cognitive determination for 
machine control. Processing-to-dissemination 
includes exploitation (or analysis) that focuses 
on cognitive interpretation of the data available, 
directly or indirectly, to reason about the situa-
tion. QuEST seeks to enhance processing with 
human-based sensing.

To afford an analyst access to large amounts 
of data, analytics, and federated access requires 
an enterprise information management and 
fusion process model. QuEST provides an ap-
proach to representation that suggests that one 
of the key functional purposes of conscious-
ness is to provide a common framework for 
all sensing modalities for fusion. For example, 
aubible text experienced as qualia as elements 
from the visual channel are elements of internal 
thought. Qualia thus facilitate a fused cohesive 
interactive representation.

Key elements of user interaction with 
sensed data require:

•	 Common framework: to ingest data, algo-
rithms, and processing techniques;

•	 Complementary approaches: methods 
performing similar functions (e.g., image 
exploitation); and

•	 Interaction: allow machines and users to 
work with the various tools for analysis 
and subsequent information dissemination.

1.1. Information Fusion Based 
Situation Understanding

To combine user and machines for situation 
understanding, we use the information fusion 
paradigm as shown in Figure 3 to highlight 
QuEST motivations.

Figure 3 shows Level 1/2/3 (object/
situation/impact) assessment and Level 4/5/6 
(resource/user/mission) refinement. QuEST 
focuses on sensing (Level 0, 1 fusion) as 
well exploitation (Level 2, 4 fusion) from the 
machine technology. Qualia-based reasoning 
provides additional capabilities to the machine 
through the human. Using the information fu-
sion levels; we contend that Level 5 (L5) fusion 
termed “user refinement” can be enhanced with 
QuEST which includes analysis relevant to the 
situation and mission context (L6). The QuEST 
paradigm implements artificial agents using a 
dual process model to afford ‘wingman’ solu-

Figure 2. Planning to dissemination
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tions to facilitate an alignment between humans 
and the decision aides.

1.2. QuEST-Based Situation 
Understanding

QuEST is focused on cohesive situation un-
derstanding:

A situation is any part of the subjective internal 
representation of an agent which can be com-
prehended as a whole by that agent through 
defining how it interacts with or is related to 
other parts of the representation in that agent. 
(Culbertson, et al., 2012)

QuEST for information fusion focuses on 
L5 fusion. L5 fusion includes operator collabo-
ration with the machine (Blasch, Hanselman, 
2000), situation awareness/assessment displays 
(Blasch, 2000), and trust (Blasch, et al., 2014). 
QuEST also requires human state sensing to af-
ford the fusion between the computer wingman 
and human agents. QuEST however extends the 
notion of L5 fusion in that the traditional L5 

fusion is based on the reasoning with the data 
collected from the enterprise, whereas QuEST 
includes the internal reasoning over the situation 
that is not always directly associated with the 
data available such as cognition of imagined, 
intuitive, and plausible representations of the 
situation using both the human and machine 
agents.

An emerging example includes unstruc-
tured text processing of a human that interprets 
information from documents as they form a 
narrative. For example, with data available on 
the web (e.g., twitter, documents), intelligent 
users need the capability to rapidly monitor 
and analyze event information over massive 
amounts of unstructured textual data (Panasyuk, 
et al., 2013). Text, from other human sources 
is subject to opinions, beliefs, and perceptions 
from the reader that interprets the information to 
form their own narrative (Fenstermacher, 2014).

Computer sensed data is stochastic or de-
terministic from which we have to coordinate 
the agent information (Greene, et al., 2005). 
For example, with Gaussian observations, it is 
a stochastic probability analysis (e.g., Kalman 

Figure 3. Information fusion levels
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Filter); however, there is much structural infor-
mation in the sensor models and sensitivities for 
a given state condition (which is a deterministic 
ontology) which could be used to improve 
the estimate of the situation such as multiple 
target tracking (Yang, et al., 2005; Rodriguez, 
et al., 2013). Thus, there is always a case for 
a combination of stochastic and deterministic 
decisions to deal with uncertainty elements in 
all modeling and system deployment.

A goal for QuEST is mission-responsive 
enterprise resource management that incorpo-
rates technology (sensing), human conscious 
thought (qualia), and combined user-machine 
interaction (exploitation) for robust decision 
making.

The rest of this paper includes Section 2 
as an overview of information fusion including 
activity-based intelligence, automation, and 
autonomy. Section 3 discusses qualia. Section 
4 highlights QuEST processes and tenets where 
Section 5 details cognitive models important to 
QuEST. Section 6 provides a QuEST model for 
information fusion. Section 7 provides a nar-
rative analysis for video and text fusion with 
results in Section 8. Finally, Section 9 draws 
conclusions.

2. INFORMATION FUSION

Recent information fusion techniques include 
big data analytics (Blasch, Steinberg, et al., 
2013). Multimedia analytics includes multi-
intelligence fusion from which we seek sensor 
planning (DiBona, et al., 2006), resource man-
agement for situation assessment (Blasch, et al., 
2008), geo-intelligence (Blasch, Deignan, et al., 
2011), and analyst support (Blasch, Lambert, 
et al., 2012). With a user work-domain envi-
ronment, a QuEST application is situational 
activity-based intelligence (ABI) (Blasch, Ba-
nas, et al., 2012). QuEST views humans using 
‘qualia’ as the vocabulary for conscious thought, 
that could be an ‘activity’ or an ‘object,’ that 
connects ABI and reporting. Qualia provide a 
hypothetical representation to allow an agent 
to do ‘prescriptive’ analytics (causality versus 

correlation) on big data, thus generating a script 
for interactions to confirm or refute hypotheses 
between objects and activities.

2.1. Event-Based Intelligence

To access dynamic data (data in motion), there is 
a need for modeling, scalable information archi-
tectures, and tools for pattern analysis (Blasch, 
Russell, et al., 2011). Technology should aug-
ment a human analyst work domain objectives 
as shown in Figure 4. Low-level information 
fusion (LLIF) of Level 0/1 object assessment 
tracking and classification (Blasch, Wang, et al., 
2013; Hammoud, et al., 2014) can be determined 
from multimedia data exploitation.

Over the past decade, there have been many 
efforts to determine human activity from video. 
However, what is developed is machine extrac-
tion of video content such as events and activi-
ties semantically described, termed “labeling”. 
In this paper, we seek to extend these concepts 
with user augmentation for which the content is 
described in text. One example is user analysis 
of video for semantic-based indexing of activi-
ties and truthing a video data set. To survey the 
entire community would be incomplete, so we 
present some of the more promising results that 
provided a survey on the need for user-defined 
semantic labels from audio and text fused with 
video content for video segmentation. Table 1 
presents the results showing a progression of the 
video activity recognition community to extract, 
label, and multi-modal fusion activity analysis.

High-level information fusion (HLIF) 
includes analysis beyond Level 1 fusion and 
requires user-driven coordination. Many chal-
lenges exist for HLIF such as semantic analysis, 
evaluation, and systems design (Blasch, Bosse, 
Lambert, 2012). For example, effective coordi-
nation of estimation and management functions 
for sensing requires assessment based on mis-
sion needs (Blasch, Nagy, et al., 2014). Other 
challenges include ontologies supporting web 
services (Czajkowski, et al., 2004), machine 
translation (Czajkowski, et al., 2006), and 
evaluation (Costa, et al., 2012). These mission 
needs are sent to analysts who must forage for 
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data to answer queries, information needs, and 
mission perspectives. The analysis must perform 
sensemaking over the foraged data which re-
quires pragmatic interfaces, visualizations, and 
analytics for users.

The analyst must observe emerging situa-
tion developments from observations. A com-
bination of visualization techniques serves to 
coordinate the work flow between the machine 
and user. Human state sensing, not just visual-
ization, needs bidirectional information flow 
between humans and computer agents. Using 
the power of the machine for autonomy and 
improving user interaction through automation 
is a current challenge.

2.2. Automation and Autonomy

Typical multimedia processing techniques 
assume limited human involvement; however 
most technology employs a combination of 
autonomy and automation:

•	 Automation: The system functions with 
no/little human operator involvement, 
however the system performance is limited 

to the specific actions it has been designed 
to do. Typically these are well-defined 
tasks that have predetermined responses, 
i.e. rule-based responses. (Note: we rather 
suggest Data Driven AI) (Department of 
Defense Science Board, 2012).

•	 Autonomy: Systems which have a set of 
intelligence-based capabilities that allow 
it to respond to situations that were not 
pre-programmed or anticipated in the 
design (i.e., decision-based responses). 
Autonomous systems have a degree of 
self-government, self-directed behavior 
(with the human’s proxy for decisions) 
(Department of Defense Science Board, 
2012).

For automation, we leverage HLIF methods 
such as users semantically describing time-
stamps of situation-based event relationships. 
Event-recognition is dependent on analyst 
involvement as the enormous amounts of 
data are not exhaustibly defined by a machine 
(Hammoud, Sahin, et al., 2014). Autonomy 
includes control functions such as data-base 
management, storage, and indexing. The use of 

Figure 4. Information fusion for activity-based analysis
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automation/autonomy affords decisions to data 
(Blasch, 2014) over real world sensor, environ-
ment, and target (SET) operating conditions 
(Kahler, et al., 2008).

The elements of humans and machines re-
quires integrated approaches that links situation 
awareness (human) with situation assessment 
(machine) for situation understanding as shown 
in Figure 5. Using the perception of multimedia 
information, both the human and machine can 
plan for coverage gaps of the surveillance needs 
using automation/autonomy.

To bridge the human-machine interaction; 
elements of cues, context, and channels support 

the common representation of information as 
shown in Figure 6 (Blasch, 2013A).

To go from sensing to dissemination from 
cues, context, and channels; we highlight 
QuEST attributes by assessing qualia.

3. QUALIA

‘Qualia’ is a philosophical term referring to 
individual instances of a subjective conscious 
experience that refers to “what it is like” for a 
sensation (Cowell, 2001). Sensations include 
audio, visual, proprioception, smell, and taste. 

Table 1. Key techniques in human activity recognition using Video, Text, and Audio (VTA)*

Video Text Fusion

Tracking Labels Extraction Relation Audio V-T-A

Hoogs, et al., 2001 √ √

Hoogs, et al., 2003 √ √

Denis, et al., 2003 √ √

Chan, et al., 2003 √ √ √

Basharat, et al., 2008 √ √

Swears, et al., 2008 √ √

Turaga, et al., 2008 (Survey) √ √

Reddy, et al., 2011 √ √

Oh, et al., 2011 √ √

Vondrick, et al., 2012 √ √

Yuan, et al., 2013 √ √ √

Tsitsoulis et al., 2013 (Survey) √ √

Wu, et al., 2005 √ □

Zhang, et al., 2012 √ √ √

Graham, et al., 2011 √ √ √*

Antony, et al., 2013 √ √ √*

Sandell, et al., 2013 √ √ √*

Fisher, et al., 2012 √ √ √ √*

Blasch, et al., 2013 √ √ √ √ √

Chellappa, et al., 2014 (Survey) √ √ √ √ √

Hammoud, et al., 2014 √ √ √ √ √ √

Notation: √ - Yes, □ – used for text-activity only in this study, √* - fusion with simulation
* Note: we did not include video and audio analysis as the assumption in the paper is that the audio is converted to 

text and is asynchronous with video collection.
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QuEST also includes emotion and internal 
thoughts – anything you can introspect over. 
Combinations of sensations such as heat and 
sight can infer meaning such as ‘the what’ and 
‘the why’ of pain. Qualia emanates from the 
mind-body problem (Harman, 1993). A common 
example is that perceived color is a derived sense 
as different individuals could report different 
colors for the same object.

If qualia were universal, assuming all peo-
ple report the same things for the same stimuli, 
then a narrative of the color of a moving object 
as described by one person would be understood 
by another. QuEST suggests that although our 
individual qualia could be different as per the 
fact that we use similar processes to generate 
them, we can align our articulation of the ex-
periences. Thus, we can have an understanding 
without requiring the experiences (i.e., qualia) 
be identical for a given stimulus. For example, 
a narrative includes knowledge of experiences 
by the person describing the color that affects 
the description of the object. To understand 
the role of qualia in exploitation, we need to 
look at some fundamental properties of qualia.

Qualia have been discussed in terms of 
codes, cues, clues, and affordances. Three laws 
of qualia are based in the physiological and 
cognitive perceptions from sensation to action 
that include (Ramachandran, Hirstein, 1997):

•	 Qualia are irrevocable and indubitable,
•	 Once the representation is created, what 

can be done with it is open-ended.
•	 The input invariably creates a representa-

tion that persists in short-term memory—
long enough to allow time for choice of 
output.

Qualia have association with awareness 
including aspects of emotion (experiences), 
unity (cohesion), body (context), convictions 
(beliefs), and free-will (decision making). Once 
a sensation is created, it cannot be recalled; how-
ever the interpretation persisting in conscious 
thought affords additional understanding as 
related to the cerebral processes. Fundamental 
to the qualia laws is that attention, as user-based 
sensation, initiates interpretations.

Dennett (1988) associates four properties 
to qualia:

•	 Ineffable; only communicated through 
direct experience.

•	 Intrinsic; independent to other experiences.
•	 Private; known to self without interpersonal 

comparisons.
•	 Directly or immediately apprehensible in 

consciousness; a complete quale experi-
ence is known instantly.

Figure 5. Human-machine interaction through situations
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Other philosophers have pondered over the 
meaning of qualia as a discussion of concepts 
not easily understood or incorporated into hu-
man decision-making models. The metaphysi-
cal qualia concept is not correlated with brain 
states, processing, and representations; but the 
non-physical elements of qualia are important 
for user-based exploitation and reporting as evi-
denced in natural language narratives. QuEST 
takes the position that brain states are the source 
of qualia, but we can never fully understand 
qualia from neural correlates, which requires a 
theoretical model to understand the brain states.

4. QUEST

QuEST seeks a new set of processes that will 
be implemented in a computer agent (or set of 
computer agents) to improve decision quality 
of a human agent (or set of human agents).

•	 Assumption 1: Fundamental units of 
conscious cognition are situations.

•	 Assumption 2: Decision quality is domi-
nated by the appropriate level of situational 

awareness (situation awareness is the 
perception of environmental elements 
with respect to time and/or space and/or 
logical connection, the comprehension of 
their meaning, and the projection of their 
status after some variable has changed, 
such as time.)

•	 Assumption 3: Cohesive narratives are 
the reported products of information fu-
sion systems.

4.1. QuEST Processes

QuEST processes could be considered a new 
approach to situational assessment (processes 
that are used to achieve situational awareness) 
and situation understanding (comprehension of 
the meaning of the information as integrated 
with each other and in terms of the individual’s 
goals). It is the “so what” of the data, or sen-
semaking (‘a motivated, continuous effort to 
understand connections which can be among 
people, places, and events in order to anticipate 
their trajectories and act effectively,’ Klein, et 
al., 2006) for decision quality.

Figure 6. Situation modeling from cues, context, and channels
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QuEST is developing a ‘Theory of Knowl-
edge’ – to provide the foundations to understand 
what an agent or group of agents can know 
which fundamentally changes machine learning 
and human-computer decision making from an 
empirical effort to a scientific effort.

4.2. QuEST Tenets

As per the laws of qualia, QuEST seeks prin-
ciples on which a belief or theory is based.

Three related ideas from the tenets in-
clude compression, exformation, and events. 
Compression encodes an infinite number of 
stimuli into a single quale (e.g., low bandwidth 
50 bits/sec) for interaction. Events in situations 
may be communicated to another agent as an 
event potential akin to an evoked potential (i.e., 
brain response to a cognitive stimulus). Fi-
nally, exformation (pattern completion inferring 
mechanism) affords a conscious representation.

The conscious representation is blended 
with data-driven processing, exploitation and 
dissemination. The deliberation using that 
representation complements the conventional 
data-based representation with the ability to 
incorporate context. Context can either be stored 
or inferred by situating the hypothetical repre-
sentation via simulation to generate a cohesive 
narrative as a meaning of the sensed data.

Together, the situated coherent experience 
extends processing, exploitation, and dissemi-

nation of information. For processing, it is the 
formation of structured and coherent under-
standing of collected data. For exploitation, it 
is the conceptualization of the situation. Finally, 
for dissemination, the reported results are ap-
pended by experiences with the pre-experienced 
or by imagined interpretations.

QuEST is exploring other modeling ap-
proaches for sensing-based situation reason-
ing, exploitation-based decision making, and 
technology-based information reporting.

5. QUEST MODELING

We review three cognitive modeling approaches 
that influence the QuEST modeling including 
the dual-process model, the ACT-R model, and 
the situation awareness model.

5.1. Dual-Process Model

The Dual Process (DP) model includes System 
1 and System 2 attributes of cognition (Chai-
ken, Trope, 1999; Smith, DeCoster, 2000). The 
dual-processes are presented in Figure 7, which 
include pattern recognition and consciousness 
in working memory going from the stimulus 
(sensation) to the response (exploitation).

Patterson (Patterson, et al., 2010) has used 
the DP model for natural decision making that 
links implicit/tacit (System 1) with explicit 

Box 1.
Three processes defined in QuEST:
• QuEST agent processes implement blended dual process cog-
nitive models (have both artificial conscious and artificial 
subconscious/intuition processes) for situational assessment
• QuEST artificially conscious processes all are constrained 
by the fundamental laws of the QUEST Theory of Consciousness 
(structural coherence, situation based, simulation / cogni-
tively decoupled).
• QuEST subconscious/intuition processes do not use working 
memory and thus considered autonomous (do not require con-
sciousness to act). Current approaches to data-driven artifi-
cial intelligence provide a wide range of options for imple-
menting instantiations of capturing experiential knowledge 
used by these processes.
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(System 2) analysis. Information fusion by a 
machine has also related explicit (LLIF) with 
that tacit (HLIF) data processing. Clearly, tacit 
situation assessment/awareness is affected by 
the user experiences, knowledge, and attention 
for situation interpretation. Furthermore, as per 
QuEST, the PCPAD cycle can be addressed by 
simulated (real or imagined) interpretations of 
the situation (Patterson, et al., 2013). A sum-
mary of the dual processing models are shown 
in Table 2 (Evans, Stanovich, 2013).

5.2. ACT-R

The Adaptive Control of Thought—Rational 
(ACT-R) model is a cognitive architecture for 
simulating and understanding human cognition. 
The ACT-R focus is on how people organize 
knowledge and produce intelligent behavior 
including perception, thoughts, and actions on 
the world. The QUEST team has used ACT-R 
as a basis for Qualia analysis (Vaughan, et al., 
2014) including robustness in decision making 
(Walsh, 2013; Walsh, et al., 2013). Building 

Box 2.
The three QuEST tenets are:
• Structurally Coherent - the conscious representation has to 
have enough mutual information with physical reality to facil-
itate interaction with the world in a stable, consistent and 
useful manner (e.g., learned predictable explanations, links, 
and outcomes).
• Situated Conceptualization - the fundamental units of con-
scious deliberation are situation entities (e.g., context-
based gists, time/space/multi-modality representations, and 
plausible narratives).
• Cognitively Decoupled - the conscious representation is a 
hypothetical explanation of the present, past or imagined fu-
ture, it is a simulation which is not a posting of sensor data 
(e.g., exformation and conceptual combination to generate a 
new meaning).

Figure 7. Dual processing model
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on (Kennedy, Patterson, 2013), four levels of 
the cognitive architecture shown in Figure 8 
include:

Cognitive framework Layer [L1] (autonomous 
mind, algorithmic mind, reflexive mind) 
where the reflective mind includes beliefs, 
goals, knowledge to produce narratives,

Qualia Processing Layer [L2] seeks to resolve 
the relationship between external stimuli 
and properties representing internally 
generated (evoked) qualia for a modally 
cohesive narrative,

Technical Implementation Layer [L3] is the 
generation, computational, retrieval and 
processing of information, and

External Interface Layer [L4] includes the 
semantic, visualization, and methods of 
user interaction with machines.

Three agents (minds) include:

1. 	 The autonomous mind – reactive to 
stimulus

2. 	 The algorithmic mind – strategies for 
control

3. 	 The reflexive mind – rational deliberative 
processing

Building on the dual process model and 
ACT-R, we revisit human decision making for 
situation awareness and information fusion.

5.3. Situation Awareness 
(SAW) Model

The Situation Awareness (SAW) model 
(Endsley, 1995A) includes perception, com-
prehension, and projection with extensions 
for workload, working memory, and attention 
(see Figure 9).

The perception layer is related to the Sys 
2 cognitive processing or working memory. 
The QuEST ‘qualia-based’ (introspectively 
available) step of the ACT-R could incorporate 
user experiences for information processing. As 
the SAW model is descriptive, many overlaps 
exist. For example, there is no perception of 
experiences out of context – since all qualia are 
situated. Comprehension and projection could 
include data recollection, inference information, 
cultural models (Blasch, Salerno, et al., 2013), 
imagined futures, as well as course of actions.

5.4. Information Fusion Model

The Data Fusion Information Group (DFIG) 
model (Blasch et al., 2005) relates to the DP 
model for user refinement, the CogArch model 
for man-machine interactions, and the SAW 
model for comprehension and projection. A 

Table 2. Summary dual processing modes

Intuitive Processing Reflective Processing

SYS 1 SYS 2

Autonomous (does not require working memory) Cognitive (requires working memory)

Fast, parallel, high-capacity Slow, serial, capacity-limited

Associative, contextualized, 
experienced decision making

Rule-based, abstract, 
consequential decision making

Animal-based, basic emotions Human-based, complex emotions

Implicit knowledge Explicit knowledge

Non-conscious Conscious

It is noted that these processing mode descriptions follow the themes of autonomous, associative, and cognitive phases 
of learning (Fitts, Posner, 1962) and skills, rules, and knowledge in decision making (Rasmussen, 1983). Between sensa-
tion (autonomous or skills) and exploitation (cognition and knowledge), associative and rule-based processing is done.
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DFIG element, Figure 10, is situation/threat 
understanding knowledge of us and them, as 
others have goals/beliefs that require qualia to 
determine the social narrative.

6. QUEST FOR 
INFORMATION FUSION

Using the tenets of QuEST and related cognitive 
models, we seek to bring together these ideas 
in a QuEST analysis.

6.1. Analyst-based QuEST Model

The QuEST discussion seeks to differentiate 
a QuEST agent versus an atomic agent. The 
atomic agent consists of a representor (map-
ping between sensor and representation) and 
an exploiter (mapping between representation 
and stimuli). An atomic agent has single process 
while the QuEST agent has dual processes (see 
Table 2). Two questions are: what is quality 
of data and what is the value of information 
(Blasch, Valin, et al., 2010)?

Qualia characterize the data with knowl-
edge to provide conscious meaning of the data 
context. Context aids in the encoding and repre-
sentation of the data. Using the representation, 
exploitation can be done for decision making 
which is then organized for reporting as new 
stimuli. Using the context from qualia helps to 
determine the relevancy (e.g., value) of informa-
tion along with some situation understanding of 
the data quality. Figure 11 shows the integra-
tion of the various models as cognitive agents 
(information fusion nodes) to access sensory 
data, provide that to Sys1 and Sys2 processing, 
and output narratives. The key attribute here is 
that QuEST identifies the imagined present to 
complement Sys1 representations and imaged 
futures for Sys2 processing. Fusing imagined 
present/futures results in better decision making 
as planned narratives for reporting.

A QuEST example is video, text, and mis-
sion analytics diagnosed by a machine and a 
human. The real-world is sensed as data from 
humans and machines. QuEST cognitive/com-
putational agents provide the central analytics 
between data and Sys1/Sys2 human reasoning. 

Figure 8. Cognitive Architecture (CogArch) model
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Figure 10. Data fusion information group model

Figure 9. Situation Awareness (SAW) model
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Note that information fusion has typically 
only addressed computational agents (Figure 
11 top) for sensation/control/action. However, 
QuEST agents add perception/awareness from 
Sys2 and working memory. Figure 11 (bottom) 
highlights the situated concepts from QuEST 
(from imagined past/present/futures) as nar-
ratives that conscious thought attends to the 
sensed information. QuEST acknowledges that 
awareness is not decoupled from the narrative; 
whereas information fusion assumes that the 
user attends only to the display perceptions for 
situation assessment.

6.2. Machine-based QuEST Agents

Knowledge representation relates to natural 
language processing such as semantics in de-
cision making. QuEST agents will work with 
machines for representation and data validity 
that enables the automatic reporting of cohesive 
narratives. Key enablers include cloud technolo-
gies (Liu, et al., 2014) for future information 
fusion developments as well as User-Defined 
Operating Pictures (UDOP) (Blasch, 2013B) 
for visualization. One method that brings to-
gether big data, sensing and exploitation is the 

Dynamic Data-Driven Applications Systems 
(DDDAS) paradigm (Blasch, Seetharaman, et 
al., 2013). As shown in Figure 12, there are hu-
man, computer, and QuEST agents that support 
situation analysis (understanding, awareness, 
and assessment). Of the four DDDAS methods, 
(theoretical modeling, engineering measure-
ments, processing algorithms, and systems 
software), QuEST overlaps with measurements 
sensing and software applications for exploita-
tion. Enhancing decision aids would lead to 
improved decision quality as the user provides 
introspective measurements.

7. QuEST ANALYSIS

QuEST improves human-machine decision 
quality by assisting the analysis with event-
based processing for segmenting key activities. 
Situation awareness (Endsley, 1988) includes 
perception, comprehension, and projection. We 
focus on sensor, user, and mission (SUM) data 
management (Blasch, 2006). The goal is utilize 
methods of evaluation from both the user (Fitts, 
1954) as well as the multimdeia data (Nghiem, 
et al., 2007). The novel idea is to utilize the user 

Figure 11. QuEST model for information fusion
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semantics in conjunction with the video data 
(Ahanger, Little, 2001) and the scene context 
(Yang, et al., 2009) to segment the video stream 
into clips supporting a narrative.

We designed a segmentation capability to 
determine how messages and video data are 
grouped into “events” for gestalt-based pre-
sentation (i.e., proximally grouping relevant 
information). The grouping is derived from 
video segment boundaries, which are defined 
as the endpoints of a time interval, where an 
activity is considered to have occurred within 
and across the time interval.

The QuEST algorithm proceeds in three 
steps and follows the work of (Cooper, et al., 
2005), which includes computing similarity 
matrices for the streaming, deriving a novelty 
function for each matrix, and detecting event 
edges by finding the maxima of a combined 
novelty function.

7.1. Video Similarity Function

For a pair of time indices, t1 and t2, we measure 
how similar the streaming data at t1 is to the 

data at t2. We expect the similarity function to 
have high values when t1 and t2 are both within 
a homogeneous segment of the video, and low 
values otherwise.

Consider a buffer of length l of a given 
data stream. Entries in this buffer are pairs (ti, 
vi) where ti is the ith time index and vi is the 
corresponding value of the data stream. We 
order the events in each data stream according 
to their time indexes.

For live message events, the value of the 
event will be equal for any value of time index. 
The similarity matrix will be an l by l matrix 
where the (i, j)th entry is computed according 
to the equation:

S i j e

v v
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i j

,( ) =
−

+( )
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where r is a scaling factor that is chosen for 
each data stream independently. Each entry 
in the similarity matrix will range between 0, 

Figure 12. Big data interactions with the QuEST model
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when the corresponding values are very differ-
ent relative to the scaling factor, to 1, when the 
two values are equal. The similarity matrix is 
symmetric and all the values in the diagonal are 
1. Figure 13 shows a typical similarity function 
where values close to 1 are shaded dark and 
values close to zero are white. When events 
are present, the area around the diagonal will 
be a sequence of dark squares of different sizes, 
each corresponding to a homogeneous segment 
in the video. An example of a clear event is at 
(10,10) because there is no confusion in the 
similarity matrix.

7.2. Event Edge Detection

The next step detects boundaries between the 
homogeneous regions in the similarity func-
tion. Define a function of the time index i (that 
we denote N(i) for novelty function) with the 
following property: when i is within a homo-
geneous region of the similarity function, N(i) 
is small; and when i is at the boundary between 

two homogeneous functions, N(i) is large. Event 
boundaries can then be found where N(i) has 
a local maximum.

To formalize the novelty function, we 
define first a tapered, checkerboard kernel of 
size k, Gk as a 2k by 2k matrix where the (i, j)
th entry is

G i j
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where s is a scale used to taper the kernel 
towards the edges, and A is a kernel normaliza-
tion constant.

For each data source, we compute a novelty 
function N by convolving its similarity func-

Figure 13. Similarity matrix
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tion with the checkerboard kernel as show in 
Equation (3):

N i S i k m k G i mk
m k

k

( ) = + +( ) ( )
=

∑ , ,
;�

	

(3)

The last step is to combine the novelty 
functions for each multi-modal data stream into 
a single novelty function, interpolating all N(i) 
to a common time index and then computing 
their weighted sum. Each local maximum of 
the combined novelty function corresponds to 
an event boundary.

7.3. Normalized Rand Index

The performance is compared against analyst 
truth: a valuable video segmentation generated 
by an analyst which is user specific and not 
unique, but ‘valuable’. The performance metric 
must fairly compare event boundaries with dif-
ferent number of segments. It is also desirable 
that the metric makes accommodation for refine-
ment – when segmentation may agree at one 
level, but the algorithm may not - in cases where 
the true activities may be more finely segmented 
into event time boundaries. For these reasons, 
and following the suggestion of (Unnikrishnan 
et al., 2005), we selected a normalized Rand 
index for our engineering metric.

The standard Rand Index (Rand, 1971), 
(RI) is computed by counting all the pairs of 
video frames that were either: a) assigned to 
the same segment by both the analyst and ma-
chine, or b) assigned to different segments by 
both the analyst and machine segmentation. In 
other words it gives credit for keeping together 
things that are related and for separating things 
that are not related.

The normalized Rand Index (nRI) compares 
the RI value with the expected value of a random 
selection of segment edges, and divides it with 
the maximum value,

nRI
RI E RI
RI E RI

=
− [ ]

− [ ]max

	 (4)

where RI compares the computed and analyst-
truth, E[RI] is the expected value using randomly 
distributed segment boundaries, and RImax is 
the maximum possible value of the index. If 
nRI = 1, the two segmentations match exactly, 
and if nRI = 0 if the computed segmentation 
performs as well as a random one. If nRI ≤ 0, 
the computed segmentation is worse than what 
would be expected from a random one.

8. QuEST EXAMPLES

8.1. Example 1: QuEST Narrative

Using QuEST, we present an example of its use 
in a PCPAD cycle. The example consists of three 
steps: (1) multimodal activity segmentation, (2) 
graphical fusion of relevant information, and 
(3) QuEST-based cohesive narrative reporting.
Step 1. 	 Multimodal Activity Segmentation: 
Information fusion agents are tasked with 
collecting and analyzing video data with user 
call-out text data. The event determination 
(point in time) forms boundaries of activities 
(perceptions with durations). For example, a 
sports announcer is describing the facts as well 
as ancillary information about the situation. 
Figure 14 highlights an example for a sports 
(basketball) game. Individual video clips are 
exploited for multiple mover tracking, player 
classification, and team relationships. The 
text information helps in the segmenting of 
important activities as surrounded by events 
boundaries (Holloway, et al., 2014). Note that 
the same stimulus could be used by a coach 
trying to instruct lessons learned to his/her 
players (offense and defense) as well as game 
highlights.
Step 2. 	 Graphical Fusion of Relevant Infor-
mation: A graphical information fusion system 
links the text data with the video exploitation 
products (Blasch, Levchuk, et al., 2014). The 
nodes of relevant information are analyzed 
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for the plausible narratives as determined by 
the graph in Figure 15. The machine-derived 
information presented to the analyst is a series 
of exploited video-to-text products that need to 
be combined for a collective report. Hence the 
storage of information is not tracks, but that of 
activities. The graph at the right of Figure 15 
highlights a cohesive narrative from the fused 
exploited video and extracted text.
Step 3. 	 QuEST-Based Cohesive Narrative 
Reporting: The segmented activities deter-
mined from the graphical information fusion 
are linked for a cohesive narrative story that 
is disseminated (as available) to other users 
and machines. Figure 16 highlights various 
activities of a sporting event combined with 
external narratives that results in the cohesive 
narrative. The data alone, without the context, 
could produce a different narrative.

8.2. Example 2: QuEST 
Event Tracking

QuEST event tracking does not deal with the 
raw video pixels, but video exploitation data 
such as live commentary and metadata. QuEST 
brings together heterogeneous features (derived 
from video and text) into a common fusion 
algorithm to detect the event boundaries (e.g., 
start, stop) of an activity.

8.2.1. Live Commentary

A user generates textual live commentary (e.g., 
a sports analyst maintaining a social media 
presence). Live commentary provides truth-like 
analysis of salient activities, but is inherently 
delayed and not always synchronized with 
the video. Examples of live commentary are 
subdivided into three types:

•	 Announcer: Person watching the video and 
calling out actions such as “that was a foul.”

•	 Commentator: Internal discussion about 
the video with announcer such as, “did 
you see that?”

•	 External: Other’s discussions of interest-
ing activities, but not directly seen in the 
video such as a referee discussing a call, 
“number 19 holding.”

Live commentary messages contain de-
scriptions of what the analysts (announcer, 
commentator, and referee) see relevant to the 
video. Some of the language in the messages is 
constrained (dictated by protocol – e.g. “hold-
ing”) but not all messages need to adhere to 
conventional standards (e.g., “hacking”). For 
example, commentary may contain casual com-
munication unrelated to the game, or may refer-
ence observations about video that is in the past. 
According to our robustness directive, we will 
not parse and interpret most messages. Instead, 
for the analysis presented here, we use only the 

Figure 14. Activities separated by events
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Figure 15. Graphical processing linking nodes and links

Figure 16. Cohesive narrative from activity segmentation fused with exploited sensed data and 
extracted semantic data
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timestamps of the live commentary messages 
as clues to the significance of the events on the 
screen. Furthermore, we can utilize the amount 
of discussion as a simple cue of importance, 
where the more dense the message traffic over 
a fixed interval, the more relevant something 
is in determining an emerging event. Increased 
accuracy can be achieved by using the content 
of at least some of the more structured messages 
to determine meaningful events, as well as the 
tone and speed of the discussion.

Figure 17 shows the distribution of mes-
sage timestamps for a simulated commentary 
session based on a sample surveillance video. 
The commentary messages in this session in-
clude both descriptive timely messages, as well 
as side conversations. Simple inspection of the 
message timestamp distributions suggests that 
it is an information rich source. Two salient 
characteristics of this source are the lengths of 
the commentary strings and the commentary 
density in each string. Both vary significantly 
for this 5-minute sample.

For example:

•	 Interval [0-45s] has consistent commentary 
with a rise in density that ends abruptly; 
this pattern is associated with a discussion 
to a culmination of activity (e.g., “passing, 
moving up court, shoot”);

•	 Interval [140-210s] is longer in duration 
with higher density in the middle (e.g., 
“moving up the court, passing, foul, did 
you see that, goes to the line”);

•	 Interval [300-310s] is dense with no dura-
tion (e.g., “shoots, scores”).

Commentary analysis shown in Figure 17 
is determined by context and cultural factors. 
For a sports commentary, much of the analysis 
is reasonable; however, in other video analy-
ses, such as in disaster relief, more is needed 
to deal with the complexity of the situation. 
To supplement the commentary, QuEST uses 
video metadata as described in the next section.

8.2.2. MetaData

Although the commentary message timestamps 
carry much information of the scene activity, 
they are an imperfect and incomplete source. 
First, we have observed that increases in chat 
message frequency tend to be a lagging indi-
cator. Second, without attempting to parse the 
messages, it is difficult to separate the relevant 
from the auxiliary or irrelevant messages. Pars-
ing the messages is difficult because they do 
not always follow a defined structure. While 
communications from aircrews follow rigid 
procedures for safety and efficiency reasons, 
and semi-structured sports commentary could 
apply to known situations, complex situa-
tions give rise to unstructured communication 
results. Encumbering the analyst with new 
constraints, terminology, or procedures would 
limit their commentary. We thus complement 
the commentary timestamp information with 
two additional sources including centerpoint 
ground speed and number of moving entities.

Figure 17. Distribution of chat timestamps for a simulated session based on a 5-minute video. 
Overlapping stars denotes increases in message density
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8.2.3. CenterPoint Ground Speed

Although technically the centerpoint speed is 
mechanically derived, it contains human input: 
a skilled camera operator will pan and zoom the 
sensor to follow the action. The reaction of the 
camera operator is faster than that of the user 
commenting on the video.

We derive ground speed by differentiating 
and low pass filtering the geo-registered latitude 
and longitude of the frame center point. Since the 
framerate is much higher than the resolution we 
need for video segmentation, and to minimize 
computation, we only update centerpoint speed 
once a second. Figure 18 shows the normal-
ized center point speed for the test case video. 
Variations in speed during the 5-minute video 
are significantly above noise levels produced 
by camera jitter and geo-registration errors. The 
speed variations exhibit structure suggesting 
that centerpoint speed is also an information 
rich data source.

For example by simple inspection of Figure 
18, we can identify the following intervals:

•	 [0-45s] has decreased camera velocity and 
abruptly ends which then moves at 50s, 
which could be a following an activity (e.g., 
panning to one side of the field);

•	 [160-210s] has a high speed movement, but 
consistent (e.g., moving up the court and 
focusing on moving players); and

•	 [300-310s] is dense with no duration, (e.g., 
zooming in on a ball going to the basket).

8.2.4. Number of Moving Entities

The second metadata stream we will use is the 
mean number of moving entities per frame. 
Although in cluttered areas this signal can be 
expected to be noisy, in many relevant applica-
tions there will be few moving entities in the 
frame or can be resolved through image subtrac-
tion. The absolute number of moving entities is 
not necessarily significant, but a sudden change 
can be correlated with an activity of interest. 
For example, inspection of Figure 19 reveals 
the following intervals

•	 [0-45s] focuses in on a few number of mov-
ers, which could be a following an activity 
(e.g., following one player);

•	 [140-210s] has a consistent mover density 
(e.g., one player moving up the court); and

•	 [300-310s] has a single mover, (e.g., zoom-
ing in on a ball going to the basket).

We note that the variation in moving entities 
is not necessarily related to an activity of inter-
est. An example is [80-90s], which has a high 
number of movers, such as a camera panning 
out on the audience. This may have nothing to 
do with the game or commentary (e.g., during 
a time out when the commentator is waiting for 
the next play and the camera operator is doing 
something not in coordination with the play).

8.3. Example 3: QuEST 
Quantitative Fusion Results

8.3.1. Sum of Fusion Results

We have tested the QuEST algorithm on a data 
set based on synthetic but relevant video stream 
from a sporting event. The associated metadata 
and simulated commentary reflects multiple 
activities over a single session (e.g., portion 
of a basketball game). For this data set, we 
computed the segment edges corresponding to 
the message stream alone, the metadata alone, 
and the combination of the two. The results are 
shown in Figure 20.

The analyst truth was based solely on the 
video, and without having access to the out-
comes of the algorithm, nor the timestamps or 
content of the live commentary messages. As 
noted above, key intervals {0-45s, 140-210s, 
300-310s} were derived after the fact and orga-
nized with the corresponding analysis (Figures 
17-19). We optimized the performance by 
varying the metadata and message timestamp 
coefficients.

To determine the estimated combinations 
of activities, we use a fusion as a sum of Gauss-
ians. As shown in Figure 20, we have a series 
of point estimates {xv: v = 1, ….V} for the 
estimate video points as well as estimates for 
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the call-out data {xc: c= 1, ….C}. To combine 
the results over all points, we have xa = xv + xc. 
The point estimates are assumed to be the mean 
of the event such that A = V + C wherein μ A = 
μV + μC. Likewise, the uncertainty associated 
with the combined variance is σA

2 = σV
2 + σC

2. 
Thus, for all estimates, a combined distribution 
is processed as:

P u e
u

A A

V C

V C

V C

, ,µ σ
π σ σ

µ µ

σ σ
( ) =

+( )
+( ) 
+( ) 












1

2 22 2

2

2 2 
	

(5)

Using the sum of the Gaussians of the 
measurements, we can fuse the results to get a 
measure of frequency of activities as shown in 
Figure 21. From Figure 20, we see that there 
are instances with multiple corresponding ac-
tivities of interest as shown between 50-80 and 
140-180 seconds. These intervals fall within 
the suggested analyst-truth event times (shown 

by black lines in Figure 21). The peaks of the 
fused Gaussians give a measure of performance 
that can be used to determine the interval of the 
activities of interest.

8.3.2. Analysis of Fusion Results 
for Multimedia Segmentation

Some notes on the results obtained.

•	 In the first 75 seconds of the video, analysis 
of the commentary stream of people chat-
ting alone provides a good approximation 
to the analyst-truth event edges, although, 
as anticipated, the predicted events lag the 
real events. Combining commentary and 
metadata in this same period adds an ad-
ditional detection (at about 47 seconds).

•	 In the segment between 75 and 200 sec-
onds, commentary alone is a poor indicator. 
Event boundaries are detected but they 
are substantially delayed from the actual 

Figure 18. Normalized center point speed produced from georegistered frame data
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events. Introduction of metadata, allows 
the detector to predict the edges at 120 
and 200 seconds.

•	 In the segment after 200 seconds, commen-
tary timestamps do not provide sufficient 
information to segment the video. In this 
case most of the information is derived 
from the metadata streams. QuEST is able 
to correctly predict the edges at 210, 255, 
and 300 seconds.

•	 The nRI used to tune QuEST, intentionally 
penalizes sub divisions of clusters less 
heavily than straddling ones. This explains 
in part why the analyst-truth events with 
boundaries 75-120, 120-200, 210-250, 
and 250 to 300 are correctly identified 
by QuEST, but also further divided into 
sub-events.

The normalized Rand Index, nRI, values 
obtained (see Table 3) support a qualitative 
analysis. An nRI value of 0 indicates that the 

segmentation is not better than a random assign-
ment. (The nRI can also be negative, indicat-
ing that the algorithm made more assignment 
errors than would be expected with random 
assignment). An nRI value of λ indicates that 
QuEST makes a fraction (1-λ) of the errors that 
a random assignment would make. Results in 
Table 3 indicate that the optimal blend makes 
half the errors that a random assignment would 
make and only 60% of the errors made using 
commentary information alone. It is important to 
note that a fraction of these errors are explained 
by subdividing an analyst-truth segment into 
smaller sub-segments.

8.3.3 Product of Image 
Segementation

As per Figure 16, we are building a story board 
for a narrative summary. A sporting event has 
a natural duration for reporting that we are 
emulating. Figure 22 shows how a clip from a 

Figure 19. Normalized number of moving entities per frame
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Figure 20. Video Segment (or event) Boundaries for activities are computed using commentary 
times, centerpoint speed, and number of moving entities

Figure 21. Sum of text and video gaussians for edge detection
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basketball game may be separated into distinct 
plays by identifying boundaries based on com-
mentary and metadata (The plays are: Offense 
by LRY, quick rebound by PAO that ends in a 
foul, a second offense by LRY which ends in a 
missed three pointer and the ball being deflected 
out of bounds).

9. CONCLUSION

In this paper, we highlighted QuEST for in-
formation fusion and demonstrated examples 
with multimedia data. We reviewed qualia as 
a basis of user experiences and imaged futures 
that enhanced exploited data sensed sources 
and included in PCPAD reporting. Looking at 
cognitive models and information fusion mod-
els, we utilized the tenets of QuEST modeling 

for information fusion that include structur-
ally coherent, situated conceptualization, and 
simulated experience for analysis of narratives 
for situation understanding (awareness, assess-
ment, and reasoning). Video event segmentation 
by text demonstrates how the QuEST cognitive 
experience can be used to interpret multimedia 
data to provide a situated coherent narrative 
of the key activities extracted from the video 
and chat data.
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Table 3. All-source blended segment edges better than those obtained individually

Data Sources Fused Normalized Rand Index

Commentary Only 0.1776

Metadata Only 0.4488

Optimal Blend 0.4966

Figure 22. Multimedia video/text segmentation for narratives (Data use: 2013.10.17 Lietuvos 
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