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Outline
1. Background
2. Motivation
3. Dynamic Tucker-Core via SDE
4. Message-Passing Inference: SDE 

Discretization+ Conditional Moment Matching
5. Experiments on Real-world Data
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Tensor Data: Widely Used High-Order Data Structures 
to Represent Interactions of Multiple Objects/Entities

(user, item, online-store) (user, user, location, message-type)

(subject, voxel, electrode)(user, advertisement, page-section)

(patient, gene, condition)

(user, movie, episode)
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Tensor Decomposition:  estimate latent factors to 
reconstruct tensor with observed entries   

Image from https://www.slideshare.net/hontolab/matrix-factorization-192159058
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•Simple case:
Collaborative Filtering (Matrix Factorization) 

主持人笔记
演示文稿备注
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start with matrix factorization: Movie Recommendation Example
tensor introduce CP and tucker (picture in the review & infinite tucker)



Image from https://www.slideshare.net/hontolab/matrix-factorization-192159058

Rating of 
M3, U4

Factor of M3

Factor of U4

M3

U4

Element-wise product, then sum!
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Collaborative Filtering (Matrix Factorization) 
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• 2-D matrix => N-D tensor 

• Element-wise interaction => all possible interactions

Tucker Decomposition



Tucker Decomposition

Image from https://iksinc.online/2018/05/02/understanding-tensors-and-tensor-decompositions-part-3/.

Element-wise form for 
a K-mode tensor Y: 

One interaction weight

One Interaction 
of latent factors
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Challenge: Temporal info in Tensor 

Straightforward Solution: 
• Drop time or
• Augment tensor with 

time-step mode 

What about each entry is time-dependent? 

t1

t2

tT

Problem:
1. Too Sparse 
2. Ignore the temporary 

continuity   8



W(t)

Our Solution: Modeling Dynamic Tucker Core  
by Temporal Gaussian Processes 

A
B

C
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W(t)

High-level Motivation:
Decouple the representation learning of factors 

and the capture of dynamic pattern 

A
B

C

10



Joint Probability: 

Priors of factors and noise

Gaussian Likelihood

Temporal GPs on Tucker Core

Computational challenge: O(N^3) cost of full GPs 

11



To avoid low-rank/sparse approx. (low quality),
but enjoy linear-cost inference of full GPs,

We apply a crucial fact:   

Temporal GPs

Linear Time-Invariant(LTI) SDE 

State Space Model (Gauss Markov Chain)

with stationary kernel 

discrete form on      

Can be solved by 
Kalman filtering & 
RTS Smoothing in O(N)*

*: it holds with linear emission/observed likelihood, if with non-linear, we could apply non-linear filter 
and smoothing 12



Illustration of computation cost:

Temporal GPs

LTI-SDE 

State Space Model

…Temporal
States:
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Space:
Time:

…

Space:
Time:

discrete form

…
?

?

…
…

Kalman Filter

RTS Smoothing



Specifically, 

Temporal GPs

Linear Time-Invariant(LTI) SDE 

State Space Model (Gauss Markov Chain)

with stationary kernel
(e.g., Matern25) 

discrete form on      

Recall: linear-cost solver - KF, RTS  14



Reformulate Tucker core with State Space Priors

We post Gaussian-Gamma Approx. to fit each data-llk

Substitute these into joint prob. 

Approx. Msg of 
Factors & noise

Approx. Msg of SDE states
/Tucker core
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The proposed approx. posterior is: 

SDE states: Solve by KF and RTS

Standard moment match? Infeasible!

16
Apply conditional moment matching and delta method! 
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• Conditional Moment Match

• Delta method: 

Enable tractable moment matching
to update approx. probability terms under 

Expectation Propagation(EP) framework
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Time cost: Space cost: 
18
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Can BCTT capture the temporal patterns in tensor? 
• Exp on simulation data 
• Plot the dynamics of Tucker core
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Can BCTT capture the temporal patterns in tensor? 

• Exp on real-world data(DBLP dataset)
• Scatter low-rank structures of Tucker core
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Prediction with BCTT
• Prediction performance of BCTT on 3 real-world data
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Thanks for attention
Q&A Time

Presenter’ email: shikai.fang@utah.edu

Focus: Bayesian machine learning, tensor learning
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