Near real-time processing of scientific
data

WOoNDP: 37 workshop on near-data processing

ADIOS

OAK RIDGE
LEADERSHIP
COMPUTING EA!

Waikiki Hawaii 78 iobbes” iz,
December 5 2015 = %o By
iy 2

S. Klasky ORNL, GT
U. Tenn., NCSU

ll.aboratory

H. Abbasi, J. Choi, Q. Liu,

N. Podhorszki ORNL
M. Ainsworth Brown, ORNL
C. S. Chang, M. Churchill PPPL

LBNL




Outline

 Motivation

OAK RIDGE o
LEADERSHIP
COMPUTIN

Disclaimer: | do NOT pay much attention to hardware....
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Where do we spend our time in science

. * Goals
* Accelerate this process
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Vision: Enable Rapid Collaborative Decision
Making

* Vision: Enable distributed, collaborative, real-
time decisions

* Workflows including both experiments and
simulations

* Reduce cost, improve utilization of expensive
experimental devices
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 Metrics of Success:

e Reduction of time to make a “good” decision,
across the entire scientific process

* Adoption of technology by “important users”
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How to Enable Rapid Decision Making

e Effective data management
* Easily express data accesses: high-level data model instead of offsets into files
* Transparent accesses to remote data
* Convenient querying operations

OAK RIDGE
LEADERSHIP
COMPUTING EA

e Effective workflow management

* Tight integration of workflow components to reduce latency
* Make the best uses of known resources

Laborat - =

AK RIDGE
ory

* Reduce the time to solution
* Streaming data accesses, avoid waiting for all data before analysis could start
* Only access the necessary data records (selective data accesses)
* Keep the data in memory as much as possible




Example: Fusion Experiments

* Complex DOE experiments, such as a fusion reactor, contain
numerous diagnostics that need Near-Real-Time analysis for
feedback to the experiment

e For guiding the experiment
* For faster and better understanding of the data
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* Current techniques to write, read, transfer, and analyze “files”
g require a long time to produce an answer

* Long delay due to slow disks involved to store and retrieve files

* Slow start up of many workflow execution engines
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Big Data in Fusion Science: ITER example

* Volume: Initially 90 TB per day, 18 PB per year, maturing to 2.2 PB per day, 440 PB
per year

* Value: All data are taken from expensive instruments for valuable reasons.
 Velocity: Peak 50 GB/s, with near real-time analysis needs

 Variety: ~100 different types of instruments and sensors, numbering in the
thousands, producing interdependent data in various formats

* Veracity: The quality of the data can vary greatly depending upon the
instruments and sensors.

The pre-ITER superconducting fusion experiments outside of US will also produce
increasingly bigger data (KSTAR, EAST, Wendelstein 7-X, and JT60-SU later).
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Validation Laboratories

 Goal

* Create a framework which can allow scientists to fuse experimental and
go_mputatlonal data to aid in the validation process, transitioning this from an Art to a
cience

* Research Challenges

* Encapsulate sufficient semantic information in a workflow language to allow global
optimizations to be performed

Scheduling across heterogeneous resources (memory, cores, systems, networks)
Fusion of data in an automated workflow

Ensemble comparison using comparative analytics

Extract relationships of experimental and simulation data

 Metrics of Success

* Increasing the number of users who manually validate their data to automated
workflows, decreasing their time in “baby-sitting”

e Accuracy of data mining for discovery of correlations to aid validation




Synthetic Diagnostics

* Enables direct comparison of simulation ;Xégtggtlc
results to experiment ootica l |
cone '

* Example of beam emission spectroscopy <— Neutral
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Example ITER workflow: Anomaly detection, analysis, and feedback

Hot spots
dEtECtEd & I"u"Im-'E the plasma gap 2cm
analyzed!!
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Our Approach

* Create an |/O abstraction layer for

* Writing data quickly on exa, peta, tera, giga scale resources transparently
* Streaming data on these resources, and across the world

* Place different parts of a workflow at different locations
* Move work to data whenever possible
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* Research new techniques for quickly indexing data to reduce the
amount of information moved in the experimental workflow

* Prioritize data

AK RIDGE
aboratory

A . N PR ——

* Create new techniques to identify important features, which turn the
workflow into a data-driven streaming workflow
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Metadata
(Schema)

1 statistics All data chunks are from a single producer

oo * MPI process, Single diagnostic

4 Variables
Temp
Entropy

“Lf |11 |Pressure Allows variables to be individually compressed

Ability to create a separate metadata file when
“sub-files” are generated

:‘: RIDGE

7 |17 * Has a schema to introspect the information

Has workflows embedded into the data streams

Format is for “data-in-motion” and “data-at-rest”

Ensemble of chunks = file




Hybrid Staging: Flexibility in processing

XGC XGC XGC XGC XGC
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Visualization

* Impact of network data movement compared to memory
movement




D ata S p a C e S - Ru tge r S The DataSpaces Abstraction

Simulation 1 IO Offloading
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High-Performance Computing System

Programming Abstraction

get()/sub

Simulation 2 Processing/
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Distributed In-memory Object Store

get()/sub()

get()

DART Communication Layer
(Cray Gemini, Cray Portals, Infiniband, IEM DCMF, TCP/IP)

put()
Simulation 3 Data Analytics
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* Virtual shared-space programming abstraction ¢ Adaptive cross-layer runtime management

v * Simple API for coordination, interaction * Hybrid in-situ/in-transit execution |

| and messaging * Efficient, high-throughput/low-latency

 Distributed, associative, in-memory object asynchronous
store

* Online data indexing, flexible querying




Data Movement methods
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Search OLCF.ORNL.GOV

HOME ABOUTOLCF  LEADERSHIP SCIENCE COMPUTING RESOURCES |[wa jya:d (o] Zm g

Application

Adios

Overview = Download & Revision History | Documents & Manuals

* |[CEE
* Using EVPath package (GATech)
|  Support uniform network

Press & Publications 4

Below are links for the Adios download and user manual. For additional support, please contact
help@olcf ol gov.

Download

Current stable version: ADIOS 1.9.0 (Download 1.9.0)

Revision History

1.9.0 Release Dec 2015

OAK RIDGE

LEADERSHIP
COMPUTING

interface for TCP/IP and RDMA
* Easy to build an overlay
network
* Dataspaces (with sockets)

* Developed by Rutgers
* Support TCP/IP and RDMA

 Select only areas of interest
and send (e.g., blobs)

* Reduce payload on average
by about 5X

640 pixels
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Socket

TCP/IP RN
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Sub-chunk
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interest

-
Filtered out
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512 pixels
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Array attributes are supported

o e.gaxes = {X.Y.Z}
adios_define_attribute_byvalue()

o to define scalar attributes with floating point variables instead of strings for precision
Update mode when appending to a file

o to add variables to last timestep instead of a new one
Python/Numpy wrapper improvements:

o Numpy-style array notations

e.g, var[1:5, 2:10], var[1:5_ -], var:5, ]

o Support for ADIOS write APls

o Hint/docstring support

o Support for pip install and update
Added adios_version_h to provide release and file format versions
Bug fixes

o fix memory leak in POSIX method

=

ix: adios_write() now accepts const * void data from C++ apps.

fix: Cray compiler support

fix: reading of compressed, zero size arrays on some processes

fix: scaling bugs in aggregate method writing = 2GB per process or aggregating data into a
file over 4GB

.8.0 Release Dec 2014

Query API
o extends the read APl with queries
Staging over WAN (wide-area-network)
o ICEE method (requires FLEXPATH)
skeldump utility
o to generate info and code from output data to replay the VO pattern
bpmeta utility
o generates metadata file (.bp) separately after writing the data using MPI_AGGREGATE
method with metadata writing turned off
1/O timing statistics and timing events can be collected
New stage writer code for staged /0. where output data (list of variables and their sizes) is changing
at every timestep. See examples/stage_write_varying
fix: staging with multiple streams allowed
fix- parallel build (make -] <n>) completes without breaking
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[CEE System Development With ADIOS

e - Analysis | Analysis =~ - #®
Generation 22N . q

< Data HUb |
. (Staging) g

Staging

Data Source Site Remote Client Sites
* Features

* ADIOS provides an overlay network to share data and give feedbacks
e Stream data processing — supports stream-based |O to process pulse data

* In transit processing — provides remote memory-to-memory mapping
between data source (data generator) and client (data consumer)

* Indexing and querying with FastBit technology
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* Examples

OAK RIDGI
LEADERSHIP




OAK RIDGE
LEADERSHIP
COMPUTING EA

Labog‘atoryﬂ COMPU

AK RIDGE

[CEE, Enabling International Collaborations
Example: KSTAR ECEI Sample Workflow (Electron cvclotron emission

-
* Objective: To enable remote scientists to study ECE- .
Image movies of blobby turbulence and instabilities
between experimental shots in near real-time.

* Input: Raw ECEi voltage data
(~550MB/s, over 300 seconds in the future) +
Metadata (experimental setting)

* Requirement: Data transfer, processing, and
feedback within <15min (inter-shot time)

* Implementation: distributed data processing with
ADIOS ICEE method

KSTAR |
N 4 ermg at SC14 Postech |
— Buffer | [wAN \ """ Movie/physi KSTAR
Measure f Digitizer fil (PPPL, GA,
Server Transfer > iles MIT
(ADIOS Data post processing/ yeen)

Making movies
KSTAR Storage DIC in Parallel

Feedback to next or nekt day shot




Index-and-Query Reduces Execution Time

* Remote file copy VS. index-and-query
* Measured between LBL and ORNL to simulate KSTAR-LBL-ORNL connection

* Indexed by FastBit. Observed a linear performance (i.e., indexing cost increased by
data size) =» Expensive indexing cost

 However, once we have index built, index-and-query can be a better choice over
remote file copy
Response Time (Set A)
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Edit View Sesrch Terminal Tabs Help
h-Al x h-Visit X il X u
Sleeping S (seconds)
Reading totalf_1tg_tiny/xgc 3d 88010 bp
Writing xgc. 3d. bp

Written 84,764,672 bytes, Elapsed @ 066 seconds (Throughput: 1,216 485 MB/sec)
Reading xgc-bbox._ bp

Reading totalf_itg_tiny/restart_dir/xgc. restart. 98016 bp

Reading totalf_trg_tiny/restart_dir/xgc restart. 98018 bp. info

Read particle efficient

Reading particles elapsed 2.191 seconds

Writing xgc. particle bp

Written 7,251,168 bytes, Elapsed 0 850 seconds (Throughput 135 048 MB/sec)
Sleeping 5 (seconds)

Reading totalf_itg_tiny/xgc 3d 8802@. bp

Writing xgc.3d. bp

Written 84,764,672 bytes, Elapsed @ M9 seconds (Throughput: 1,637 854 MB/sec)
Reading xgc-bbox bp

Maiting & newer version: xgec-bbox. bp
Haiting & newer version: xgc-bbox. bp
Reading totalf_itg_tiny/restart_dir/xgc restart 08028 bp
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Compute-Data Gap

* Data storage and management will be limiting factor for exascale and
beyond
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* New research into utilizing computation to fill in data gap

e Scientific data can be modelled and refactored
* Exploit structure to optimize data storage and processing
* Split data into blocks with varying precision
* Remember how data was originally created to regenerate on demand
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Next Generation doe computing

NERSC OLCF ALCF NERSC
| ‘ System attributes Now Upgrade ALCF Upgrades
| Name Edi Cori Summit Theta Aurora
' Planned Installation ~ =9ison  TITAN  MIRA | 2016 2017-2018 2016 2018-2019
w System peak (PF) 26 27 10 I >30 150 >8.5 180
a Peak Power (MW) 2 9 4.8 I <37 10 1.7 13
o
g;‘g” ~1 PB DDR4 + >1.74 PB > 7 PB High
Sa5 High Bandwidth DDR4 + HBM+  >480 TB DDR4 + Bandwidth On-
v9% Total system memory 357 TB  710TB 768TB Memory 28PB High Bandwidth Package Memory
358 (HBM)+1.5PB persistent Memory (HBM) Local Memaory and
L'r.] persistent memory memory Persistent Memory
O H%E performance 0460 1452 0204 | >3 > 40 >3 > 17 times Mira
Qg Intel Knight Multiple IBM
ntel Knights ultip .
= ntellyy  Onloren B4t Landing many ~ PowerdCPUs " KIS knights Hill Xeon
\ Node processors Brid ? Nvidia PowerPC core CPUs & e ngure CPUs Phi many core
S g Kenlor A2 Intel Haswell CPU  multiple Nvidia y CPUs
% a in data partition ~ Voltas GPUS
l 5600 18,688 00 oUes
System size (nodes) nodes ot 49,152 1,900 nodes in ~3,500 nodes >2 500 nodes >50,000 nodes
data partition
| Dual Rail 2™ Generation Intel
System Interconnect Aries Gemini 5D Torus Aries EDR-IB Aries Omni-Path
Architecture
e 32PB  26PB 28 PB 120 PB {0PB. 210 GBle 150 PB
File System Ghls 1TB/s, 300 GB/s 744 GB/s 1TBls Lusire inidel 1TBIs
| nctre® Lustre®  GPFS™ Lustre® GPFS™ Lustre®




Abstractions across File System to DB

250 M Files on the Atlas File System Evolution of Data to Information

Typical FS Typical DB
workload workload

Data Size (MB)
R/W Ratio
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Time (days)

Tape (HPSS)
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AUDITOR: New techniques for “Data Intensive Science”

AUDITOR: An additional “simulation” whose purpose is to monitor the
fine scale simulation and initiate appropriate actions when anomalies
are detected

Examples

* Trigger a: checkpoint, roll-back, local change in a function, ...
* Not confined to stability issues because it will always reset
 Can allow data regeneration cheaply

Basic quantities in Information Theory

* Data stream S and for x € S let P.(X=x) =p, € [0,1]
* Shannon Information Content: h(x) = - log, p,
* Entropy H(S) = - X p, log, p,

* Noisy/random data has HIGH ENTROPY




Current practices of today inear ntrpolaton

* Want to write data every nt" timestep

* Because of the Storage and I/O requirements |
] users are forced to writing less u 'RIRIBIRIREIR
22| » Common practice is to write data at every | I N A T ¥
mt timestep, stride = M . |
132 , |
= * Ifthe users reconstruct their data, u(t), at | u-dby(u) = O(M? Ar?) : 21 order interpolation
85 the nt" timestep, they need to interpolate |
Hjﬁ' between the neighboring timesteps
% * @, ,(u) =interpolant on coarser grid (stride M), reduce storage my 1/I\/I

) * Assume (C=constant depending on the complexity of the data)

, e Original storage cost = 32*N bits (floats) Cost to store &
} M

* New storage cost = 32*N/M bits + {23 —log, (C M2 At?)IN  (ost to store mantissa of u- by, (u)
* Ratio=(1/M-1/16 log, M) —1/16 log, At + constant
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Compression with an interpolation auditor

* Linear interpolation (LA) is the auditor

* If we look at 10MB output, with a stride of 5

* Total output = 50MB for 5 steps

10 MB, if we output 1 step, 43MB “typical lossless
compression”, 18MB, using linear auditing but lossless
M None ' Stride 5 W Stride 10 W Stride 20 W Stride 50

* Investigating adaptive techniques ”

B0 E‘E
70 g
60 'E
w
so O
.-.-- 40 D‘
£
5 10 43 18 430 180 » 8
20
10 10 85 25 850 125 . . I I I
20 10 170 40 1700 100 o oo ™ o oo

50 10 425 100 4250 100 Size of Data Set
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* Closing thoughts




Lessons Learned

* Velocity
* Critical to quickly build an index which can be done in a timely fashion

* Veracity

* Understand the trade-offs for accuracy (of the query) vs. accuracy of the
results vs. performance (time to solution).

e \Volume

e Reduce the volume of data being moved and processed over the WAN (size
VS. accuracy)
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* Variety
* Enable multiple streams of data to be analyzed together

e Value

* Provide the freedom for scientists to access and analyze their data
interactively
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Next steps

e Zetascale computing will usher a new age of computing

* Knowledge discovery in the validation process will become the
overarching theme of scientific computing

* Design of computation
* Design of experiments

* Data Movement is the costly factor (you know this)

* Too many cores ....
* Tradeoff between more cores and specialized accelerators

* Move from the “Big Data” age to the knowledge discover age
* Move, process, only what’s necessary
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