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Figure 1: We present a facial animation system that can simulate physics-based volumetric effects such as self-collisions and collision with
external objects. Our method is data driven and avoids the burden of detailed anatomical modeling.

Abstract
Currently, the two main approaches to realistic facial animation are 1) blendshape models and 2) physics-based simulation.
Blendshapes are fast and directly controllable, but it is not easy to incorporate features such as dynamics, collision resolution, or
incompressibility of the flesh. Physics-based methods can deliver these effects automatically, but modeling of muscles, bones,
and other anatomical features of the face is difficult, and direct control over the resulting shape is lost. We propose a method
that combines the benefits of blendshapes with the advantages of physics-based simulation. We acquire 3D scans of a given
actor with various facial expressions and compute a set of volumetric blendshapes that are compatible with physics-based
simulation, while accurately matching the input scans. Furthermore, our volumetric blendshapes are driven by the same weights
as traditional blendshapes, which many users are familiar with. Our final facial rig is capable of delivering physics-based effects
such as dynamics and secondary motion, collision response, and volume preservation without the burden of detailed anatomical
modeling.

Categories and Subject Descriptors (according to ACM CCS): I.3.7 [Computer Graphics]: Three-Dimensional Graphics and
Realism—Animation;

1. Introduction

Realistic animation of human faces is a long standing problem in
computer graphics. Blendshape models are currently the most widely
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used solution in animation production [LAR∗14] and impressive
facial animations have been created with blendshape models in
recent high-end productions. However, this process can be very
labor-intensive and time-consuming even for experienced digital
artists. Physics-based simulation of anatomically-based face models
can potentially eliminate much of this manual work, because non-
linear effects such as incompressibility of biological soft tissues
or prevention of self-collisions (e.g. lips-lips or lips-teeth) can be
handled automatically. However, the anatomy of the human face is
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Figure 2: Workflow of our method: from a template model and input 3D scans, our system produces a subject-specific facial animation model.
We propose a volumetric formulation of example-based facial rigging (EBFR) to generate the volumetric blendshapes (VBS).

Figure 3: Template model: skull of an average subject with expected
flesh thicknesses (left), tet-mesh of the interior (middle), and skin
(right).

highly complex, posing significant difficulties in creating accurate
anatomical face models of specific people.

Instead, we explore a new route, proposing a facial animation
model that leverages the benefits of physics-based simulation with-
out the burden and complexity of full anatomical modeling. Specifi-
cally, our technique helps prevent geometric inconsistencies such
as volume loss, inter-penetrations, or unnatural facial expressions
commonly observed in traditional blendshape models. Even though
these deficiencies can be manually fixed by a skilled artist using
corrective blendshapes, our method achieves physically-realistic
behavior automatically, without the need of user intervention.

Our goal is to build an animatable facial rig of a specific actor.
We start by acquiring 3D scans of several facial expressions of the
actor including a neutral face shape. These scans are used to adapt a
volumetric head template, corresponding to an average human (see
Figure 3), to the specific actor. To achieve physics-based behavior,
we propose a novel volumetric blendshape model, which controls
the deformation gradients in the entire face volume.

The proposed volumetric blendshapes model retains the key de-
sirable properties of traditional blendshapes: posing with intuitive
blendshape weights and direct control over the resulting deforma-
tions. This means that any animator familiar with traditional blend-
shape models will be able to readily use our method. In contrast to
traditional blendshapes, our model performs a full physics-based
simulation, allowing even effects such as inertia or collisions with
external objects. This is enabled by the fact that our volumetric

blendshapes control deformation gradients of the flesh instead of
absolute positions. However, we do not model individual muscles,
which would require significant modeling effort and simulation time.
Instead, the volumetric blendshapes discretize the entire deformable
volume of the face using a tetrahedral mesh.

Our method (see Figure 2) assumes an average-human volumetric
head model as input. To create an actor-specific face model, we scan
the actor in a neutral pose and several (in the order of 10) facial
expressions. In the first step, Neutral Registration in Figure 2, we
volumetrically warp the template to align with the input scan of the
actor’s neutral facial expression. In step 2, we perform Expression
Registration to deform this neutral shape into the acquired facial
expressions, such as smile, frown, etc. The key difference from the
first step is that now we assume the bones are rigid and the soft
tissues are incompressible, because at this stage we do not model a
new human being, but rather explain different facial expressions of
the same actor. Due to the fact that our models are volumetric, we
obtain full volumetric deformation for each of the facial expressions.

In order to create a facial rig compatible with traditional blend-
shape models, step 3: Volumetric EBFR executes a volumetric ver-
sion of Example-Based Facial Rigging [LWP10], i.e., explaining
each of the expression scans using a blend of volumetric blend-
shapes. The key idea of volumetric blendshapes is to perform non-
linear blending of deformation gradients of all tetrahedra in our
face model. On one hand, volumetric blendshapes are driven by the
same weights as traditional blendshapes, constituting a convenient
interface for the Animation stage of our pipeline. On the other hand,
volumetric blendshapes approximate muscle contraction forces, i.e.,
the generators of facial expressions. This allows us to combine them
with other competing forces in a physics-based simulation, enabling
us to deliver effects such as secondary motion and inertia, volume
preservation, and contact forces.

Contributions. We present a pipeline to turn 3D scans of an ac-
tor’s face into physics-based simulation-ready models that are able
to respond to inertia or external forces, e.g., due to self-collisions
of the face or collisions with external objects. We formulate our
pipeline in a coherent optimization framework – all components are
built using the concepts of Projective Dynamics [BML∗14], which
1) results in efficient run times and 2) can be easily reproduced
using open source implementations of Projective Dynamics such
as ShapeOp [DDB∗15]. Several novel technical contributions make
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Figure 4: Input hi-res 3D scan (left). Our volumetric physics-based
model (middle) uses only a medium-resolution mesh, but details
can be re-introduced using high-resolution textures (right), as is
commonly done in high-end productions.

this approach practically viable: 1) novel registration methods using
physics-based priors such as volume preservation and self-collision
handling, 2) advanced collision handling for Projective Dynamics,
and 3) a “baking” system for generating higher-order corrective
blendshapes which explain physical effects such as volume preser-
vation and collisions with performance comparable to traditional
blendshapes.

In this paper we focus on creating simulation-ready volumetric
models. We do not aim for complete production-quality facial rigs
that are commonly equipped with high resolution textures, normal,
or displacement maps, see Figure 4. Compared to traditional blend-
shape models, our approach provides more accurate volume and
area preservation, as well as rigid motion of the skull and the jaw.
Our model also handles interactions between the lips and the teeth,
often prone to self-intersections with traditional blendshape models,
in particular for speech or chewing sequences. We can also simulate
interactions with external objects, e.g., responding to contacts with
rigid bodies.

2. Related Work

Facial reconstruction. Research in the field of facial animation has
mostly focused on data-driven techniques, due to the high complex-
ity of facial morphology. The seminal work of [BV99] builds a statis-
tical (PCA) model of facial geometry and later on [CWZ∗14] builds
a bilinear facial model, which can be employed to create blendshape
models from a single image [BV99], [CWZ∗14], from multiview
stereo [ABF∗07], [ARL∗10], or for the creation of personalized
real-time tracking profiles from RGB-D data [WBLP11], [BWP13]
or monocular video [IBP15], [GVWT13], [SWTC14].

Anatomical models. Dicko et al. [DLG∗13] propose a method
for transferring and editing the internal structure of human bodies.
They use a template human body model containing the skeleton
and internal organs and register it to new surface-mesh humanoid
models. The exterior surfaces are registered and the internal volume
is adapted using harmonic deformation. Additional constraints are
used for manually tuning the amount of fat tissue and keeping
the bones straight. In a similar vein, [ZHK15] adapts the bone

structure of upper and lower limbs given an RGB-D sequence of
moving limbs. [CBB∗15] propose a technique to transfer facial
anatomy to challenging non-human creatures using sophisticated
correspondences between the template and target shapes. However,
their method relies only on a single neutral facial expression. In
contrast, our approach uses multiple scans of facial expressions and
is able to reproduce them with high accuracy.

[VCL∗06] present a review of computerized techniques for cran-
iofacial reconstruction, i.e., generating the skin surface of faces from
3D skull information. An algorithm to reconstruct the skin surface,
as well as an animatable muscle system from 3D scans of skulls is
proposed by [KHS03]. Their method registers a template face model
to the 3D mesh of the skull by RBF deformation on a sparse set
of landmarks with user-specified skin thicknesses. A mass-spring
system is then adapted to the fitted template and the face can be
animated. For more application-specific use cases of anatomical
models, [BB14] present an approach for rigid stabilization of the
head in high quality 3D scans by fitting a simple skull model with
physically-inspired constraints. [BBK∗15] use high quality facial
scanning and a simplified physical model in order to recover spatio-
temporal details of the eyelids.

Physics-based facial animation. [SNF05] build a system for
physics-based animation of one human subject. The subject’s face
is captured using a laser scanner (high-resolution, surface only) and
an MRI scanner (low-resolution, volumetric). A simulation-ready
3D model is created using custom software tools, medical atlases,
and multiple months of manual work. The resulting face model is
biomechanically accurate in the sense that realistic facial expres-
sions are created by physics-based simulation of muscle activations.
In addition, the model can be used to track a facial performance of
the subject, captured using a sparse set of markers attached to the
face. The physics simulator is based on a quasi-static FEM approach,
numerically solved using Newton’s method.

More recent techniques such as Position-based [MHHR07] and
Projective Dynamics [LBOK13, BML∗14] propose to substitute
Newton’s method with faster numerical solution procedures. In
particular, Projective Dynamics [BML∗14] yields faster per-iteration
times while simultaneously enjoying high robustness and support of
many different types of deformation constraints.

Combining simulation and data. Our volumetric blendshapes
blend deformation gradients, similarly to MeshIK [SZGP05]. How-
ever, MeshIK relies only on deformation gradients of surface trian-
gles and does not support dynamics or collisions. Similar approaches
such as deformation transfer [SP04] and FaceShift [WBLP11] also
do not take collisions into account, see Figure 6. We use a complete
volumetric model combined with full physics-based simulation, en-
abling us to deliver inertial and secondary motion effects (such as
flesh jiggling) as well as realistic response to collisions while pre-
serving the volume of biological soft tissues. [MWF∗12] build a
mass-spring system model for the face that is able to deliver some
of these effects. However, volume preservation with mass-spring
systems is problematic. A concurrent work [BSC16] uses Projective
Dynamics to deform the surface of a face combined with a new
concept of “blendforces”, which are similar to our volumetric blend-
shapes. However, [BSC16] model only the surface of the face. In
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contrast, our method explicitly models volume preservation of the
flesh, as well as rigidity of the skull and the jaw bones.

3. Method

As input, we assume a template model of an average human face.
This model consists of a volumetric tetrahedral mesh for the neutral
expression which discretizes the interior of the head, including
a realistic model of the oral cavity, see Figure 3. We obtain this
model by converting a commercial anatomical CAD model of the
head [Zyg16] into a tet-mesh using the method of [JKSH13]. The
skin is the boundary of this tet-mesh. To get an initial model of
facial deformations, we use an artist-created surface blendshape
model [WBLP11], which also comes with parameterization (UV
coordinates). We register this model against the boundary of our
volumetric model, which allows us to animate the skin, but not the
interior. Extending the surface deformations to the interior is one
aspect of our pipeline, discussed below.

Our final volumetric template model is a single connected tet-
mesh where we can identify the following components correspond-
ing to high-level anatomical features of the head (see Figure 3): 1)
skin – a UV-mapped surface mesh, 2) bones – tet-meshes for the
cranium and the mandible, including teeth, 3) flesh – in-between
tet-mesh conforming to the skin and the boundaries of the bones.

Our volumetric model corresponds to a hypothetical average
human subject and must be adapted to a given actor. The scanning
of our actor’s face is performed using a custom multiview stereo rig
with 12 DSLR cameras with uniform lighting, similar to [BBB∗10].
Note that our method is not dependent on the specific scanning
method. Any approach for creating high-resolution scans of a face,
e.g. laser scanning, RGB-D, are equally suitable. The captured
photos are processed in AgiSoft PhotoScan which creates detailed
triangle meshes for each expression.

3.1. Volumetric modeling of actor’s neutral face

Registration. The 3D scan of the actor’s neutral face is a triangle
mesh containing noise, topological errors, and other imperfections,
see Figure 7. We overcome these issues by regularized registration,
i.e., by deforming our volumetric template model to align well with
the 3D scan of the actor. We follow the paradigm of Iterative Closest
Point (ICP) algorithms and iterate between finding correspondences
and volumetric deformations of our template. We find surface cor-
respondences using the standard approach of closest points with
distance and normal-based rejection [RL01]. The non-rigid defor-
mation steps are alternated with shape-preserving rigid fitting steps,
which only allow for translation, rotation, and uniform scale (neces-
sary because multi-view stereo does not determine scale).

Deformation model. We model volumetric deformations in the
Projective Dynamics framework due to its speed, robustness, and
flexibility [BML∗14]. The key concept of Projective Dynamics is to
use elastic energy potentials expressed in the following “projective”
form:

Ei(x) = ‖Gix−Pi(Gix)‖2
F , (1)

where Ei is the energy contribution due to element number i (e.g.,
tetrahedron), x is a column vector concatenating all of the nodal
coordinates (deformed state), Gi is a sparse matrix, typically repre-
senting a discrete differential operator, and Pi is a projection oper-
ator. For example, the finite element As-Rigid-As-Possible model
(EARAP

i ) [CPSS10] can be expressed with Gi representing the de-
formation gradient of a tetrahedron [SB12] and Pi representing the
projection onto SO(3), i.e., the group of 3D rotations.

Correspondence terms. Our registration pro-
cess utilizes a set of 26 landmark correspon-
dences initialized automatically using [SLC11]
and fine-tuned by the user (see the figure on the
right). In the Projective Dynamics framework,
these correspondences are implemented using
an “attachment” term Eattach

i where Gi is simply
a selector matrix and Pi is the constant target po-
sition (i.e., projection onto a fixed point). The
correspondences found through closest point
search by the ICP algorithm are handled similarly; the only dif-
ference is that we do not “trust” the absolute positions of these
correspondences and therefore use a point-to-plane energy term
EplaneDist

i , where Gi is still a selector, but Pi projects on the plane
tangent to the scan at the closest point. This allows for tangential
sliding, which improves the convergence of the ICP process [LSP08].
The point-to-plane energy is also used as a collision response mech-
anism, projecting inter-penetrated vertices outside of the volume;
we elaborate on collision processing in Section 3.5.

Face priors. We also add energy terms specific to faces, i.e., utiliz-
ing the prior knowledge that the resulting surface must correspond
to a plausible human face. As we are solving for deformations of
the interior too, ideally we would also use a statistical shape model
of skulls. However, so far we were not successful in obtaining a suf-
ficiently large database of 3D skull shapes. Instead, we utilize flesh
thickness measurements from a forensic study [DGCV∗06], inspired
by the work of Beeler and Bradley [BB14] on rigid stabilization.

Statistical shape models of neutral faces of various people are
available; we use the established PCA model of Blanz and Vet-
ter [BV99]. This model consists of a mean face shape m and 50
PCA basis vectors, represented as orthonormal columns of a ma-
trix B. Each of the basis vectors is associated with a standard de-
viation, represented as a 50× 50 diagonal matrix Σ. Let us also
denote by S a surface selector matrix, i.e., Sx represents the bound-
ary (skin) vertices, discarding the interior ones. The skin shape
Sx can be additively decomposed into two parts: one in the col-
umn space of B and the other one orthogonal to it. We introduce
a different energy term for each part. For the component of Sx
in the column space of B we can measure its likelihood of corre-
sponding to a natural face shape, as predicted by our PCA model.
This leads to EfaceLike(x) = ‖Σ−1/2BT(Sx−m)‖2. The orthogo-
nal complement (I−BBT)(Sx−m) corresponds to modes outside
of our PCA model. We do not have standard deviations for these
modes and therefore we penalize them uniformly using the term
EfaceDist(x) = ‖(I−BBT)(Sx−m)‖2. Both of these terms are con-
vex quadratic functions that can be easily embedded in the Projective
Dynamics framework.
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Flesh thickness. Our flesh thickness model is based on statistical
information from a forensic study [DGCV∗06]. We start from a
sparse set of 16 skull landmarks containing the mean and variance
of flesh thickness at this point, and then linearly interpolate these
values over the entire skull. Specifically, for each non-landmark skull
vertex, we find three closest landmarks, with closeness measured
using geodesic distance on the skull. The mean and variance are
then interpolated linearly, using the inverse geodesic distances as
blending weights. The resulting mean thicknesses are visualized in
Figure 3 (left). Regions such as the craniocervical junction and the
teeth do not have flesh thickness measurements (in these regions,
we set the mean to zero and the standard deviation to infinity). For
each skull vertex j, we introduce an energy term:

E thickness
j (x) = 1

σ2
j
‖nT

j (H jx−T jx)−µ j‖2 (2)

where σ j is the standard deviation, n j is the skull normal, H j is the
selector of the skull vertex and T j selector of the corresponding skin
vertex, and µ j is the mean flesh thickness. The term E thickness

j (x)
encourages realistic placement of the skull inside the head, see
Figure 5. We combine all of the face-specific priors into:

Eprior = EfaceLike +EfaceDist + τ∑
j

E thickness
j (3)

For notational brevity we drop the argument x which appears in all
the terms. The parameter τ≥ 0 expresses the relative confidence in
the flesh thickness prior.

For a given set of correspondences, the final volumetric deforma-
tion problem can be expressed as the minimization of:

E total = EplaneDist +αEattach +βEARAP + γEprior, (4)

where we assume that each energy type is summed over all elements,
e.g., EARAP(x) = ∑i EARAP

i (x), with i summing over all tetrahedra.
The weights α ≥ 0,β ≥ 0,γ ≥ 0 are used to guide the registration
process. The key idea is to start with high regularization (high
values of α,β,γ) to obtain an initial guess and progressively reduce
the regularization as our correspondences are becoming more and
more accurate. Specific parameter values used in our experiments
can be found in Section 5.

In terms of numerical optimization, we minimize E total using the
local/global solver of Projective Dynamics [BML∗14]. We slightly
modify the solver in order to handle constraints using Lagrange
multipliers, which allows us to avoid collision constraints in a more
efficient way, as described in Section 3.5. We denote the final result
as xneutral, see the third column of Figure 7.

3.2. Registration of actor’s facial expressions

In the previous section we showed how to deform the volumetric
template into xneutral, which corresponds to the scan of our actor
in neutral expression. In this section, we describe how to deform
xneutral to align with the other expression scans. Specifically, we
use 10 expressions such as smile, frown, kiss, sneer, etc. The key
difference from the previous section is that the deformation from
xneutral to the target expression must be physiologically plausible,
i.e., achievable by a normal human subject under normal conditions.
For example, in Section 3.1 it is accepted to deform the bones,

Figure 5: Rigid stabilization using the skull mesh and skin thick-
nesses. The standard skin registration approach (left) does not com-
pute the correct rigid registration of a mouth open scan, as compared
to the skull-based approach (middle and right).

(a) FaceShift [WBLP11] scan registration.

(b) Deformation transfer [SP04].

Figure 6: Most previous methods do not handle self-collisions.

because we are explaining individual subject-specific differences.
However, in the next stage the bones must remain rigid, because
now we are explaining only shape differences due to facial motion
of a given human subject.

For each facial expression of our actor (Figure 7) we manually
find approximate corresponding blendshape weights. This is not
too difficult because the actors were instructed to assume specific
expressions, which are combinations of only a few blendshapes. We
use deformation transfer [SP04] to bootstrap the expression registra-
tion process. Assuming a given facial expression, for each triangle
of the template surface mesh (2D), we compute the deformation
gradient, i.e., the 3D linear transformation between the rest pose
and the template expression, using the cross product of the edges
to determine the normal, as in [SP04]. Next, we select all surface
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tetrahedra from the neutral pose (xneutral) and define an energy term

EdefTransfer
k = ‖Fk−Ftarget

k ‖2
F , (5)

which attracts the deformation gradients Fk of all surface tets k of the
neutral face (xneutral) to the deformation gradients Ftarget

k calculated
from the template model.

Because the template blendshape model explains only the surface,
the terms EdefTransfer

k are defined only for tetrahedra adjacent to
the boundary. To propagate the surface deformation to the entire
volumetric shape, we apply the EARAP term discussed in Section 3.1
to all of the tets. This term ensures that the surface deformation is
distributed throughout the entire volume. During this volumetric
deformation, we need to account for the fact that most biological
soft tissues are nearly incompressible [WMG96]. We capture this
behavior with a new term Evolume that is analogous to the ARAP
term, except that the projection on SO(3) is replaced with projection
of SL(3) – the group of matrices with determinant 1, i.e., volume
preserving linear maps. This leads to the objective

EdefTransfer +µEARAP +λEvolume, (6)

where the µ and λ are Lamé parameters approximating the elasticity
of the flesh. We minimize Equation 6 using Projective Dynamics,
keeping the vertices corresponding to the bones fixed (they do not
appear as degrees of freedom in the optimization problem). We open
the jaw manually by estimating the rigid transformation of the jaw
corresponding to the given expression. We denote the result as xinit,
which serves as volumetric initialization for the subsequent fitting.

Next, we need to take the actual expression scan into account. As
shown by Beeler and Bradley [BB14], it is advantageous to start the
fitting process with “rigid stabilization”, guided by areas of the skin
that are close to the skull and thus not significantly affected by facial
expressions. We use an energy analogous to Equation 2, where the
mean is set to the actual flesh thickness in xneutral and the variance
is left out, because at this point we are no longer trying to model
variations among different human subjects. We denote this modified
objective as Ẽ thickness. We find the optimal transformation T as a
composition of rotation, translation, and uniform scale such that
Ẽ thickness(Txinit) is minimized. The uniform scale takes care of the
fact that the expression scan from multi-view stereo is in arbitrary
units of length.

The resulting “rigidly stabilized” state Txinit contains a good
estimate of the bone positions and a good initialization of the skin.
We are therefore ready to launch the ICP process to account for the
subtleties of flesh deformations, while keeping the bones fixed. The
deformation energy is analogous to Equation 4:

Eexp-total = EplaneDist +αEattach +µEARAP +λEvolume (7)

Similarly to Section 3.1, the attachment term Eattach is found in a
semi-automatic way using [SLC11]. Differently from Equation 4, we
drop the Eprior term because at this stage we are already committed
to a given actor. For the same reason, we include the Evolume term
to enforce incompressibility of the soft tissues.

3.3. Volumetric facial rigging

The expression registration process described in Section 3.2 results
in plausible volumetric shapes xexpression,l , where l indexes the in-

dividual facial expressions. Interpreting xneutral (Section 3.1) as the
rest pose, we can compute deformation gradients for all tets, map-
ping from xneutral to xexpression,l . For each expression, we stack the
deformation gradients of all tets into a matrix Hl . Let us denote the
vector of blendshape weights for the l-th expression as αl . These
blendshape weights are copied from the template blendshapes and
ensure that our volumetric blendshapes will have the same seman-
tics as the template blendshapes. This has the desired consequence
that the user intuitively understands how each parameter affects the
shape of the face, e.g., that αl,6 lowers the right mouth corner etc.

Our next task is to find the volumetric blendshapes. A volumetric
blendshape is a collection of deformation gradients for all tets in
the face model. Even in the traditional surface case [LWP10], we
do not observe the blendshapes directly, because each facial expres-
sion xexpression,l is composed of several blendshapes. We find our
volumetric blendshapes through a process similar to Example-based
Facial Rigging [LWP10] adapted to the volumetric case. Specifically,
we solve for volumetric blendshapes Vm by minimizing:

∑
l

∣∣∣∣∣∣∣∣(I+∑
m

Vmαl,m

)
−Hl

∣∣∣∣∣∣∣∣2
F
+κ∑

m
‖Vm− Ṽm||2F (8)

where the addition of stacked identity matrices I ensures that if all
αl,m = 0, we obtain the neutral face, corresponding to all defor-
mation gradients equal to identities. In other words, the αl,m are
not coefficients of an affine combination, but rather scaling factors
of individual blendshapes, interpreted as differences from the neu-
tral pose. In the second term, the Ṽm are volumetric blendshapes
obtained from deformation transfer of template blendshapes, i.e.,
minimizing Equation 6. The second term including its weighting co-
efficient κ≥ 0 expresses a prior, which is necessary because the first
(data) term does not specify the volumetric blendshapes uniquely
(in all of our experiments we use κ = 10−4). This is because we use
only a small set of expressions which could be generated by many
different volumetric blendshapes. Therefore, we use the second (reg-
ularization) term that picks a unique solution – the one that is as
close as possible to deformation-transferred template blendshapes.

3.4. Animation

We create new facial animations using a time-varying sequence
of blendshape weights w(t) and rigid head motion R(t) ∈ SE(3);
the latter specifies the position and orientation of the skull. Even
though the jaw motion could be also controlled explicitly, we con-
tinue to rely on the blendshape model, which is compatible with
standard animation workflows, i.e., the jaw motion is implicitly
controlled via blendshape weights instead of explicit control via
rigid transformations or a kinematic rig (used by Sifakis and col-
leagues [SNF05]). The rigidity of the jaw bone will be enforced in
the volumetric-blendshape blending process, described below. Our
input sequences of the time-varying w and R parameters can be
either directly keyframed by artists or captured from human subjects
using tracking software such as FaceShift [WBLP11].

The blendshape weights can be used to blend the deforma-
tion gradients from the individual volumetric blendshapes linearly,
Ftarget = I + ∑m Vmαm, as in Equation 8. However, it is a well-
known fact that linear blending of matrices is prone to artifacts,
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especially when the blended transformations contain larger rota-
tions [SD92]. This problem can be avoided by using the polar de-
composition method introduced by Shoemake and Duff [SD92].
Specifically, if we have a set of 3× 3 matrices M1, . . . ,Mn, we
first find their polar decompositions, i.e., Mi = RiSi, where Ri is
a rotation and Si is symmetric. The rotations Ri are then blended
non-linearly using quaternions [Sho85]; the “stretch” matrices Si are
blended linearly, as they correspond to the non-rigid component of
the transformation. Finally, the blended rotations and stretch compo-
nents are multiplied together to create the final result. This approach
avoids the loss of volume associated with linear blending of rotations.
If the input transformations are pure rota-
tions, as is the case for tets corresponding
to the jaw, the blended result will also be
a pure rotation, guaranteeing that the jaw
bone remains rigid as expected. See the
figure on the right for an example: the
blue curve is the path of a linearly in-
terpolated vertex for a mouth opening
sequence, while the green curve is the
path using nonlinear interpolation.

In theory, Equation 8 should be revised for polar decomposition-
based blending. In practice, the computation of polar decomposition
inside the objective would require more complicated numerical
solution procedures and therefore, we continue to rely on Equation
8. This linear approximation seems to be sufficient for the purpose
of determining volumetric blendshapes.

If we denote the deformation gradients computed by polar-
decomposition-blending as Ftarget, we can create a “targeting” en-
ergy term:

E target(x) = ‖F(x)−Ftarget‖2
F (9)

where F is a linear function of x [SB12]. This energy specifies that all
deformation gradients F of the unknown mesh state x are attracted to
Ftarget. Intuitively speaking, the E target term serves the same purpose
as muscle activations in full anatomical models [SNF05], however,
without the need of modeling the geometry and mechanics of indi-
vidual muscles. While we avoid the intricacies of full anatomical
modeling, we retain the possibility of introducing additional energy
potentials and constraints. For example, dynamic effects can be eas-
ily added using an “inertial” term E inertia(x) = 1

2 (x−y)TM(x−y),
where M is the mass matrix and y is state predicted by Newton’s first
law, i.e., motion without the presence of forces. This term is equiva-
lent to the variational Implicit Euler formulation used in Projective
Dynamics [BML∗14]. Perhaps even more useful is the ability to
add constraints due to collisions with the face itself, e.g., lips-lips or
lips-teeth collisions, or external objects. Our approach to handling
contact involves a modification of the Projective Dynamics solver
which is described in the following section.

Stronger inertial or contact forces can result in shapes with de-
formation gradients significantly departing from the targeting term
E target. In order to preserve realistic behavior of the soft tissues even
in these large deformations, we add the µEARAP +λEvolume terms,
as in Equation 6. This has a natural biomechanic interpretation as the
elasticity of passive soft tissues [TSIF05]. Intuitively, if there is, e.g.,
a large external force acting on the cheek, this force is propagated

through the entire musculoskeletal system. For tets corresponding
to the skull and the jaw, we use stiffness high enough to prevent any
visible deformations of the bones (specifically, we use µ = 1000).

3.5. Collisions

Our collision processing mechanism is based on point-to-plane
constraints which are dynamically instanced as needed to resolve
collisions, analogous to classical collision resolution approaches
[MZS∗11]. To detect inter-penetrations, we use a fast bounding box
sequence intersection algorithm [ZE00] for the broad phase, and
an AABB tree built in the rest pose. For efficiency, only certain
pairs of regions of the face are checked against collisions (e.g.,
lips against lips, lips against skull, skin against external objects).
When colliding with external objects, our current implementation
assumes these external objects are fixed, e.g., directly controlled
via keyframing. In either case, if we detect a collision, i.e., a vertex
penetrating a tetrahedron, we find the closest surface point where the
vertex needs to move in order to resolve the collision. To facilitate
sliding, we create a constraint which requires the offending vertex
to align with a tangent plane at the closest surface point. In case of
both self-collisions and external collisions, this can be expressed as
affine equality constraint Cix = di, where i indexes contact points.
We append all of the collision constraints together: Cx = d. The
main challenge in efficient collision processing is the fact that the
collision constraints Cx = d are frequently changing.

The original Projective Dynamics paper [BML∗14] proposes
two options. The first is to directly add energy terms penalizing
violation of the collision constraints. Unfortunately, this requires
re-computing the factorization of the global step matrix, resulting
in significant computational overheads. The second option is to add
these constraints for all vertices in the system and pre-factorize
only once, because changing the target positions or planes of the
constraints affects only the right hand sides. The undesired side-
effect is that these constraints affect the behavior of the system
even if there are no collisions. The collision constraints are always
present in the system, and even if they are not active, they attract the
vertices towards their current locations. In practice, this introduces
additional damping, slowing down convergence in the quasi-static
case and creating artificial viscosity in the dynamic case.

To avoid these drawbacks, we propose a new method, motivated
by the observation that the number of colliding vertices is typically
small, because the collision resolution process is invoked each itera-
tion. The key idea is to apply the Schur complement [Jac13,YCP16]
to reuse the pre-computed factorization without introducing any
artificial damping. First, recall that the global step of Projective
Dynamics solves a linear system Ax = b, where A is a constant
symmetric positive definite matrix. Therefore, Projective Dynam-
ics pre-computes a sparse Cholesky factorization of A that allows
calculating A−1b very efficiently as long as A is not changing.

We propose to incorporate our frequently changing collision con-
straints Cx = d using Lagrange multipliers. This leads to the KKT
system, named after the famous Karush-Kuhn-Tucker optimality
conditions [NW06]: [

A CT

C 0

][
x
λλλ

]
=

[
b
d

]
(10)
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Figure 7: Registration of 3D scans of our test subjects: neutral pose (left) and two facial expressions (middle, right).

One possible way to solve this system while taking advantage
of the existing factorization of A would be using low-rank up-
dates [CDHR08]. Unfortunately, in our case the cost of low-rank
updates is comparable or even greater to the cost of factorizing
the KKT system from scratch. Instead, we propose to solve for the
Lagrange multipliers using the Schur complement of Equation 10:
CA−1CT

λλλ = CA−1b−d. The matrix CA−1CT is dense but small,
because we assume the number of rows of C is small; in our simu-
lations, it is typically less than 50. The solve for λλλ is therefore fast
even with dense linear algebra. Having found λλλ, we can compute
the solution x = A−1(b−CT

λλλ).

4. Corrective blendshapes

In some cases, physics-based facial animation may not be desirable,
e.g., in 3D game engines which require extremely fast animation
algorithms. In this case, our approach can be used as an automatic
method to generate corrective blendshapes, which is a common way
to address the problems of linear blendshape models [LAR∗14].
We focus on the basic case of quadratic blendshapes, even though
higher-order methods are also possible. The key idea is to sample
activations of every pair of blendshapes. For each pair, we sam-
ple activations of each of the two blendshapes; we use four steps
for the first weight: 0.25,0.5,0.75,1 and five for the second one:
0,0.25,0.5,0.75,1, leading to a total of 20 samples per pair. We

denote the final sequence of 20
(b

2
)

blendshape weights samples as
w1,w2, . . . , where the number of blendshapes in our case is b = 29.
For each of them we synthesize a realistic face shape using our
method, as described in Section 3, and denote the coordinates of
the resulting skin vertices as p1,p2, . . . . Our goal is to explain these
example face shapes pk using the quadratic blendshape model. This
task can be formulated as an optimization problem:

argmin
m,ui,vi j

∑
k

∣∣∣∣∣
∣∣∣∣∣m+∑

i
wk,iui +∑

i
∑

j
wk,iwk, jvi j−pk

∣∣∣∣∣
∣∣∣∣∣
2

(11)

where m is the mean, corresponding to neutral facial expression, ui
are traditional linear blendshapes and vi j are the quadratic blend-
shapes. We find the optimal m,ui,vi j by solving a linear least
squares problem.

5. Implementation and results

The geometric search data structures and algorithms used for regis-
tration and collision detection are based on CGAL. Our optimization
framework is an extension of the open-source ShapeOp [DDB∗15].
Numerical linear algebra is handled using Eigen. Our current proto-
type runs on the CPU, parallelized using OpenMP. We benchmark
the performance on a consumer laptop with a 2.5 GHz Intel Core
i7 processor and 16GB of main memory. In our experiments, the
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Figure 8: Our collision handling (right) avoids inter-penetrations
during expression registration.

animation converged using 6 iterations per frame. The timing per
frame ranges from 500ms if no collisions are detected up to 1200ms
when the lips collide heavily (about 80 collision constraints at a
time, like in the chewing sequences shown in the supplementary
video). The template volumetric model has 7366 vertices and 14600
triangles for the skin surface, 8947 vertices and 36654 tetrahedra for
the flesh, 6760 vertices and 29888 tetrahedra for the bones. We use
the same anatomical template for all of our actors.

Registration. For registration of the neutral face expression (Sec-
tion 3.1), we used the following parameters: α = 101,β = 101,γ =
10−2,τ = 101. We captured three different human subjects, all of
them experienced actors. The input neutral scans and our resulting
registered templates are shown in Figure 7 (left). In addition to
the neutral expression, for each actor we also captured 10 facial
expressions and executed the expression fitting algorithm described
in Section 3.2 with parameters µ = 102 and λ = 103. The results for
two different expressions can be seen in Figure 7 (middle and right).
Our registration technique takes advantage of collision constraints to
avoid self-penetrations, see Figure 8. Similarly, the volume preserva-
tion terms used in the expression registration process help us avoid
unnatural deformations, as shown in Figure 9. Because the inside of
the mouth is not visible and therefore not captured by 3D scanning
methods, previous techniques that do not account for incompress-
ibility of the flesh can deform the lips into unnaturally thin shapes.
Furthermore, volume preservation helps to establish the lip contact
surface, which is difficult to determine using optical methods due to
occlusions.

Animation. We invite the reader to watch the accompanying video,
showing facial animation sequences generated by our system. In
particular, certain types of facial expressions frequently produce
self-intersections of the lips with traditional blendshape models.
Our method successfully removes these inter-penetrations while
departing from the original blendshape model as little as possible,
see Figure 10.

In addition to traditional facial motion driven purely by muscle ac-
tivations, our method allows incorporating external forces. In Figure
11 (left), as well as in the accompanying video, we show a talking se-
quence with part of the bottom lip held fixed. Our simulator can also
naturally deliver dynamic effects, including stylized animations such
as shockwave propagation through the skin or making the nose more

Figure 9: Volume preservation allows us to achieve more natural ex-
pression registration (right). To the left is the result without volume
preservation.

Figure 10: The difference between the blendshape animation and
our physically simulated animation, expressed as the squared norm
error between each mesh for each frame of a sequence. Note that the
spikes appear when large non-linear motion is present (e.g., frame
280), or when collisions are present (e.g. frames 90, 155, 330).

heavy while swinging the head, see Figure 11 (middle). Perhaps
even more entertaining are collisions with external objects, such as
the boxer glove in Figure 11 (right). Note that the nose bridge does
not deform due to the presence of the bone in this region, unlike the
rest of the nose.

Corrective blendshapes. We use 8120 samples corresponding to
activating all pairs of blendshapes at different activation levels (Sec-
tion 4), resulting in 406 quadratic blendshapes which require ad-
ditional 65MB of memory (in addition to 7.7MB for the linear

Figure 11: Our method allows us to incorporate external forces and
dynamic effects.
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Figure 12: Error decrease when using blendshapes against our
trained quadratic corrective blendshapes on an animation sequence.

Figure 13: An example of the handling of self-collisions via correc-
tive blendshapes. From left to right: linear blendshapes, quadratic
correctives, simulation.

blendshapes). The runtime increases from 1ms for linear-only blend-
shapes to 8ms, which is acceptable even in real-time applications
such as games. To compare the accuracy of quadratic vs. linear
blendshapes, we measured for each frame of an animation sequence
the error between the full simulated model and an approximation
computed by 1) linear and 2) quadratic blendshapes. The resulting
plot is shown in Figure 12. The quadratic blendshapes significantly
reduce the error compared to the linear ones. Even though we cannot
guarantee collision-free results, the quadratic blendshape model is
quite effective in avoiding visible self-penetrations, as demonstrated
in Figure 13. A limitation of quadratic blendshapes is the fact that
they are not able to capture previously unseen external forces, such
as collisions with external objects.

6. Conclusion

We introduced a method for creating personalized volumetric face
rigs that combine the intuitive control of blendshapes with the im-
proved realism of physics-based simulation. Specifically, our face
animation supports volume preservation, avoids self-collisions, and
enables dynamic effects due to external forces. These improvements
in animation quality come at the cost of increased computation
time. To alleviate this performance loss, we show how the simulated
face model can be used to automatically create corrective blend-
shapes. While these cannot guarantee the same level of accuracy

as the full simulation model, significant quality improvements are
achieved with a low computational overhead compared to the initial
blendshape model.

Building a volumetric face rig based on high-resolution surface
scans requires advanced registration algorithms to mitigate errors
caused by the inherent limitations of the optical 3D scanning process,
such as occlusions. We show how the same underlying optimization
framework used for animation can be applied effectively for volu-
metric registration as well. This unification of representation and
optimization leads to a simple and robust implementation based on
existing open-source software.

As the quest for more realism continues, we believe that reducing
the complexity of facial rigging will be crucial for wide-spread adop-
tion in computer gaming, movie production, VR and avatar-based
online communication. Interesting future challenges lie in further
simplifications of the acquisition process, in building more advanced
volumetric priors for effective model reconstruction, and in more
efficient simulation methods for realtime animation of volumetric
face rigs.
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[SP04] SUMNER R. W., POPOVIĆ J.: Deformation transfer for triangle
meshes. In ACM Transactions on Graphics (TOG) (2004), ACM. 3, 5

[SWTC14] SHI F., WU H.-T., TONG X., CHAI J.: Automatic acquisi-
tion of high-fidelity facial performances using monocular videos. ACM
Transactions on Graphics (TOG) (2014). 3

[SZGP05] SUMNER R. W., ZWICKER M., GOTSMAN C., POPOVIĆ J.:
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