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Syllabus

Syllabus

Instructor: Jeff M. Phillips. | 3442 MEB | http://www.cs.utah.edu/˜jeffp

Class Meetings: Mondays and Wednesdays, 3:00pm – 4:20pm, WEB L104.

Course Web Page: http://www.cs.utah.edu/˜jeffp/teaching/cs5140.html

Data mining is the study of efficiently finding structures and patterns in large data sets. We will focus
on several aspects of this: (1) converting from a messy and noisy raw data set to a structured and abstract
one, (2) applying scalable and probabilistic algorithms to these well-structured abstract data sets, and (3)
formally modeling and understanding the error and other consequences of parts (1) and (2), including choice
of data representation and trade-offs between accuracy and scalability. These steps are essential for training
as a data scientist.

Algorithms, programming, probability, and linear algebra are required tools for understanding these ap-
proaches.

Topics will include: similarity search, clustering, regression/dimensionality reduction, graph analysis,
PageRank, and small space summaries. We will also cover several recent developments, and the application
of these topics to modern applications, often relating to large internet-based companies.

Upon completion, students should be able to read, understand, and implement many data mining research
papers.

Getting Help
Take advantage of the instructor and TA office hours (posted on course web page). We will work hard to be
accessible to students. Please send us email if you need to meet outside of office hours. Don’t be shy if you
don’t understand something: come to office hours, send email, or speak up in class!

Students are encouraged to use a discussion group for additional questions outside of class and office
hours. The class will rely on the Canvas discussion group. Feel free to post questions regarding any questions
related to class: homeworks, schedule, material covered in class. Also feel free to answer questions, the
instructors and TAs will also actively be answering questions. But, do not post potential homework
answers. Such posts will be immediately removed, and not answered.

All important announcements will be made through the discussion group, there is otherwise no class
mailing list.

Prerequisits
A student who is comfortable with basic probability, basic linear algebra, basic big-O analysis, and basic
programming and data structures should be qualified for the class. A great primer on the Mathematics of
Data Analysis can be found in here
http://www.cs.utah.edu/˜jeffp/IDABook/IDA-GL.html.

There is no specific language we will use. However, programming assignments will often (intentionally)
not be as specific as in lower-level classes. This will partially simulate real-world settings where one is given
a data set and asked to analyze it; in such settings even less direction is provided.

For undergrads, the formal prerequisites are CS 3500 and CS 3130 and MATH 2270 (or equivalent), and
CS 4150 is a corequisite. We recommend undergraduates take a new course CS 4964 (Foundations of Data
Analysis) before this course, but it is not currently required, and many students have done well without
having taken this course. We will grant exceptions to the pre-requisites for students with (a reasonable grade
in) Foundations of Data Analysis.
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4 Min Hashing

Last time we saw how to convert documents into sets. Then we discussed how to compare sets, specifically
using the Jaccard similarity. Specifically, for two sets A = {0, 1, 2, 5, 6} and B = {0, 2, 3, 5, 7, 9}. The
Jaccard similarity is defined

JS(A, B) =
|A \B|
|A [B|

=
|{0, 2, 5}|

|{0, 1, 2, 3, 5, 6, 7, 9}| =
3

8
= 0.375.

Although this gives us a single numeric score to compare similarity (or distance) it is not easy to compute,
and will be especially cumbersome if the sets are quite large.

This leads us to a technique called min hashing that uses a randomized algorithm to quickly estimate the
Jaccard similarity. Furthermore, we can show how accurate it is through the Chernoff-Hoeffding bound.

To achieve these results we consider a new abstract data type, a matrix. This format is incredible useful
conceptually, but often extremely wasteful if full written out.

4.1 Matrix Representation
Here we see how to convert a series of sets (e.g. a set of sets) to be represented as a single matrix. Consider
sets:

S1 = {1, 2, 5}
S2 = {3}
S3 = {2, 3, 4, 6}
S4 = {1, 4, 6}

For instance JS(S1, S3) = |{2}|/|{1, 2, 3, 4, 5, 6}| = 1/6.
We can represent these four sets as a single matrix

Element S1 S2 S3 S4

1 1 0 0 1
2 1 0 1 0
3 0 1 1 0
4 0 0 1 1
5 1 0 0 0
6 0 0 1 1

represents matrix M =

0
BBBBBB@

1 0 0 1
1 0 1 0
0 1 1 0
0 0 1 1
1 0 0 0
0 0 1 1

1
CCCCCCA

.

That element in the ith row and the jth column determine if element i is in set Sj . It is 1 if the element is
in the set, and 0 otherwise. This captures exactly the same data set as the set representation, but may take
much more space. If the matrix is sparse, meaning that most entries (e.g. > 90% or maybe > 99% ... or
more conceptually, as the matrix becomes r ⇥ c the non-zero entries grows as roughly r + c, but the space
grows as r · c) then it wastes a lot of space. But still it is very useful to think about. There are also sparse
matrix representations built into many languages such as Matlab which do not store all of the 0s, they just
store the locations of the non-zeros.
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4.2 Min Hashing
The next approach, called min hashing, initially seems even simpler than the clustering approach. It will
need to evolve through several steps to become a useful trick.

Step 1: Randomly permute the items (by permuting the rows of the matrix).

Element S1 S2 S3 S4

2 1 0 1 0
5 1 0 0 0
6 0 0 1 1
1 1 0 0 1
4 0 0 1 1
3 0 1 1 0

Step 2: Record the first 1 in each column, using a map function m. That is, given a permutation, applied to a
set S, the function m(S) records the element from S which appears earliest in this permutation.

m(S1) = 2

m(S2) = 3

m(S3) = 2

m(S4) = 6

Step 3: Estimate the Jaccard similarity JS(Si, Sj) as

ĴS(Si, Sj) =

(
1 m(Si) = m(Sj)

0 otherwise.

Lemma 4.2.1. Pr[m(Si) = m(Sj)] = E[ĴS(Si, Sj)] = JS(Si, Sj).

Proof. There are three types of rows.

(Tx) There are x rows with 1 in both column
(Ty) There are y rows with 1 in one column and 0 in the other
(Tz) There are z rows with 0 in both column

The total number of rows is x + y + z. The Jaccard similarity is precisely JS(Si, Sj) = x/(x + y). (Note
that usually z � x, y (mostly empty) and we can ignore these.)

Let row r be the min{m(Si), m(Sj)}. It is either type (Tx) or (Ty), and it is (Tx) with probability exactly
x/(x + y), since the permutation is random. This is the only case that m(Si) = m(Sj), otherwise Si or Sj

has 1, but not both.

Thus this approach only gives 0 or 1, but has the right expectation. To get a better estimate, we need
to repeat this several (k) times. Consider k random permutations {m1, m2, . . . , mk} and also k random
variables {X1, X2, . . . , Xk} where

X` =

(
1 if m`(Si) = m`(Sj)

0 otherwise.

Now we can estimate JS(Si, Sj) as ĴSk(Si, Sj) = 1
k

Pk
`=1 X`, the average of the k simple random esti-

mates.
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So how large should we set k so that this gives us an accurate measure? Since it is a randomized
algorithm, we will have an error tolerance " 2 (0, 1) (e.g. we want |JS(Si, Sj) � ĴSk(Si, Sj)|  "), and
a probability of failure � (e.g. the probability we have more than " error). We will now use Theorem 2.4.2
where M =

Pk
`=1 X` and hence E[M ] = k · JS(Si, Sj). We have 0  Xi  1 so each �i = 1. Now we

can write for some value ↵:

Pr[|ĴSk(Si, Sj)� JS(Si, Sj)| � ↵/k] = Pr[|k · ĴSk(Si, Sj)� k · JS(Si, Sj)| � ↵]

= Pr[|M � E[M ]| � ↵]  2 exp

 
�2↵2

Pk
i=1 �

2
i

!
= 2 exp(�2↵2/k).

Setting ↵ = "k and k = (1/(2"2)) ln(2/�) we obtain

Pr[|ĴSk(Si, Sj)� JS(Si, Sj)| � "]  2 exp(�2("2k2)/k) = 2 exp(�2"2 1

2"2
ln(2/�)) = �.

Or in other words, if we set k = (1/2"2) ln(2/�), then the probability that our estimate ĴSk(Si, Sj) is within
" of JS(Si, Sj) is at least 1� �.

Say for instance we want error at most " = 0.05 and can tolerate a failure 1% of the time (� = 0.01), then
we need k = (1/(2 · 0.052)) ln(2/0.01) = 200 ln(200) ⇡ 1060. Note that the modeling error of converting
a structure into a set may be more than " = 0.05, so this should be an acceptable loss in accuracy.

Top k. It is sometimes more efficient to use the top-k (for some small number k > 1) hash values for
each hash function, than just the top one. For instance, see Cohen and Kaplan (Summarizing Data using
Bottom-k Sketches, PODC 2007). This approach requires a bit more intricate analysis, as well as a bit more
careful implementation.

4.2.1 Fast Min Hashing Algorithm
This is still too slow. We need to construct the full matrix, and we need to permute it k times. A faster way
is the min hash algorithm.

Make one pass over the data. Let n = |E|. Maintain k random hash functions {h1, h2, . . . , hk} chosen
from a hash family at random so hi : E! [n] (one can use a larger range n0 > n where n0 = 2t is a power
of two). An initialize k values at {v1, v2, . . . , vk} so vi =1.

Algorithm 4.2.1 Min Hash on set S

for i 2 S do
for j = 1 to k do

if (hj(i) < vj) then
vj  hj(i)

On output mj(S) = vj . The algorithm runs in |S|k steps, for a set S of size |S|. Note this is independent
of the size n of all possible elements E. And the output space of a single set is only k = (1/2"2) ln(2/�)
which is independent of the size of the original set. The space for N sets is only O(Nk).

Finally, we can now estimate JS(S, S0) for two sets S and S0 as

JSk(S, S0) =
1

k

kX

j=1

1(mj(S) = mj(S
0))

where 1(�) = 1 if � = TRUE and 0 otherwise. This only takes O(k) time, again independent of n or |S|
and |S0|.
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Project

Project∗

Final Report Due: Monday, April 16
Turn in report by 2:45pm (through Canvas).

1 Overview

Your project will consist of five elements.

• Project Proposal : Due January 31

• Data Collection Report : Due February 21

• Intermediate Report : Due March 26

• Final Report : Due April 16

• Poster Presentation : May 2 | (3:30pm - 5:30pm or 6:00pm)

As in any research in order to get people to pay attention, you will need to be able to present your work
efficiently in written and oral form.

You may work in teams of 2 or 3, but the amount of work you perform will need to scale accordingly.
Teams of size 1 might be allowed under unusual circumstances with special permission from the instructor.
All students will need to have clearly defined roles as demonstrated in the final report and presentation. I
highly recommend groups of size 3. Although the project work will scale with students, the administrative
parts will remain constant, so having a large group will make it easier for you.

Note that some topics will not be covered before many elements of the project are due. I realize this is
not ideal. However, typically, most work on a project is crammed in the last week or two of the semester,
which is also not ideal. In the past this has lead to much stronger projects without considerably more work
required.

1.1 Scale of Project

The specifics of the project will be very flexible. I expect each student to perform data mining on some real
data set. The goal is to gain more in depth experience in some aspect of the class, and to do so in a setting
where the instructor can provide guidance.

The lectures will cover the material, the homeworks and quizzes will reinforce the material, and this
project should provide deep understanding of some aspect of the material. Students who demonstrate a deep
understanding of some aspect of data mining covered in the class through their project will receive high
grades.

Project options may include:

• apply advanced techniques from the class towards a real data set

• compare several basic techniques from the class towards a real data set

• propose and test extension to techniques from class on a real data set

∗CS 6140 / CS 5140 Data Mining; Spring 2018 Instructor: Jeff M. Phillips, University of Utah
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CS	
  6955	
  Data	
  Mining;	
   	
  Spring	
  2012	
  	
   	
   	
  	
  	
  	
   	
   	
   	
   	
   	
   	
   	
   	
  	
  Instructor:	
  Jeff	
  M.	
  Phillips,	
  University	
  of	
  Utah	
  

Sta$on	
  Evalua$on	
  and	
  Time-­‐Series	
  Curve	
  Matching	
  	
  
for	
  Meteorological	
  Observa$on	
  

	
  Yan	
  Zheng	
  
Introduc$on	
  

A	
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   a	
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   for	
   a	
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  of	
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Curve	
  Matching	
  
LSH	
  family:	
  Pick	
  a	
  random	
  projecKon	
  of	
  Rd	
  onto	
  a	
  1-­‐dimensional	
  line	
  and	
  chop	
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  line	
  into	
  segments	
  of	
  length	
  w,	
  shided	
  by	
  a	
  random	
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  at	
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Conclusion	
  
•  Understanding	
  the	
  data,	
  key	
  to	
  data	
  mining	
  
•  Finding	
  the	
  right	
  algorithm,	
  need	
  to	
  explore	
  many	
  opKons.	
  
•  Correctly	
  use	
  the	
  data,	
  do	
  experiments	
  and	
  compare	
  the	
  results.	
  



Data Mining

What is Data Mining (in this course)?

I How to think about data analytics.

What are course goals?

I Intuition and principals for data analytics

I How to model data (convert to abstract data types)

I How to process data efficiently (balance models with
algorithms)

I To be able to read understand data mining research papers

I Not how to use software toolkits (e.g., scikit-learn).

I Not how to program.

I We will not cover everything, but cover basics, exposures to
many cool modern approaches
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Methods for Data Analytics
Machine Learning (CS 5350/6350)

I Classification: Given labeled data `(x) ∈ {True or False},
build model so given new data, you can guess a label.

I More continuous optimization (DM more discrete)

Artificial Intelligence (CS 4300 / CS 6300)

I Interaction with World/Data: Observe, Learn, Act; repeat.

More advanced Topics:

I Probabilistic Learning

I Structured Prediction

I Natural Language Processing

I Clustering

Data Mining has some (< 10%) overlap with each of these.



Methods for Data Analytics
Machine Learning (CS 5350/6350)

I Classification: Given labeled data `(x) ∈ {True or False},
build model so given new data, you can guess a label.

I More continuous optimization (DM more discrete)

Artificial Intelligence (CS 4300 / CS 6300)

I Interaction with World/Data: Observe, Learn, Act; repeat.

More advanced Topics:

I Probabilistic Learning

I Structured Prediction

I Natural Language Processing

I Clustering

Data Mining has some (< 10%) overlap with each of these.



Methods for Data Analytics
Machine Learning (CS 5350/6350)

I Classification: Given labeled data `(x) ∈ {True or False},
build model so given new data, you can guess a label.

I More continuous optimization (DM more discrete)

Artificial Intelligence (CS 4300 / CS 6300)

I Interaction with World/Data: Observe, Learn, Act; repeat.

More advanced Topics:

I Probabilistic Learning

I Structured Prediction

I Natural Language Processing

I Clustering

Data Mining has some (< 10%) overlap with each of these.



Methods for Data Analytics
Machine Learning (CS 5350/6350)

I Classification: Given labeled data `(x) ∈ {True or False},
build model so given new data, you can guess a label.

I More continuous optimization (DM more discrete)

Artificial Intelligence (CS 4300 / CS 6300)

I Interaction with World/Data: Observe, Learn, Act; repeat.

More advanced Topics:

I Probabilistic Learning

I Structured Prediction

I Natural Language Processing

I Clustering

Data Mining has some (< 10%) overlap with each of these.



Work Plan

I 2-3 weeks each topic.
I Overview classic techniques
I Focus on modeling / efficiency tradeoff
I Special topics
I Short homework for each (analysis + with data) (45% grade)

I 2 Tests (10% grade)

I Course Project (45% grade).
I Focus on specific data set
I Deep exploration with technique
I Ongoing refinement of presentation + approach



On Homeworks

Managed through Canvas (should be up)

I No restriction on programming language.

I Some designed for matlab, others better in python or C++.

I Programming assignments with not too many specifications.

I Bonus Questions!



On Canvas

Class management communication through Canvas

I All homework turn ins (typically as pdfs).

I Grades assigned

I Announcements

I Discussion (emails to instructor may not be responded)
no posting potential solutions



Videos

Class will be video-recorded and live-streamed.

I https://www.youtube.com/channel/

UCDUS80bdunpmvWVPyFRPqFQ

I links off of webpage to live stream and playlist

Come to class if you can.

I Easier to ask questions, interact
(mechanism through video, with delay)

I Talk to Jeff before/after class!

I Attendance required for MIDTERM, FINAL, Poster Day

I Help your grade, and understanding.
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Data Group

Interested in Research?
(1) Get feedback from Jeff on your projects!
or
(2)

Data Group Meeting
Thursdays @ 12:15-1:30 in MEB 3147 (LCR)

CS 7941 Data Reading Group
requires one presentation if taken for credit

http://datagroup.cs.utah.edu

http://datagroup.cs.utah.edu

