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Abstract—In this article, we present Dendro, a suite of parallel
algorithms for the discretization and solution of partial differ-
ential equations (PDEs) involving second-order elliptic operators.
Dendro uses trilinear finite element discretizations constructed
using octrees. Dendro, comprises four main modules: a bottom-up
octree generation and 2:1 balancing module, a meshing module,
a geometric multiplicative multigrid module, and a module for
adaptive mesh refinement (AMR). Here, we focus on the multigrid
and AMR modules. The key features of Dendro are coarsen-
ing/refinement, inter-octree transfers of scalar and vector fields,
and parallel partition of multilevel octree forests. We describe
a bottom-up algorithm for constructing the coarser multigrid
levels. The input is an arbitrary 2:1 balanced octree-based mesh,
representing the fine level mesh. The output is a set of octrees and
meshes that are used in the multigrid sweeps. Also, we describe
matrix-free implementations for the discretized PDE operators and
the intergrid transfer operations. We present results on up to 4096
CPUs on the Cray XT3 (“BigBen”) , the Intel 64 system (“Abe”),
and the Sun Constellation Linux cluster (“Ranger”).

I. INTRODUCTION

Second-order elliptic operators, like the Laplacian operator,

are ubiquitous in computational science and engineering. For

example, they model electromagnetic interactions, diffusive

transport, viscous dissipation in fluids, and stress-strain rela-

tionships in solid mechanics [13], [21]. Meeting the need for

high-resolution simulation of such PDEs requires scalable non-

uniform discretization methods and scalable solvers for the

finite-dimensional linear operators that result upon discretization

of the elliptic operators. Unstructured finite element meshes are

commonly used for non-uniform discretizations but several chal-

lenges remain with respect to cache-access efficiency, parallel

meshing, partitioning, and coarsening [3], [19], [40]. Octree-

based finite element meshes strike a balance between the sim-

plicity of structured meshes and the adaptivity of unstructured

meshes [2], [6], [30], [34]. On multithousand-CPU platforms,

the resulting octree-based discretized operators must be “in-

verted” using iterative solvers. Multigrid algorithms (geometric

and algebraic) are iterative methods that provide a powerful

mathematical framework that allows the construction of solvers

with optimal algorithmic complexity [37]: their convergence

rate is independent of the mesh size. Numerous sequential

and parallel implementations for both geometric and algebraic

multigrid methods on structured and unstructured meshes are

available [1], [9], [10], [15], [16], [20], [22], [24], [26]. In

this article, we focus on implementing a parallel geometric

multiplicative multigrid scheme on octree meshes.

Related work on parallel multigrid for non-uniform
meshes: Excellent surveys on parallel algorithms for multigrid

can be found in [12] and [23].1 Here, we give a brief (and

incomplete!) overview of distributed memory message-passing

based parallel algebraic and geometric multigrid algorithms.

The advantages of algebraic multigrid is that it can be used

in a black-box fashion with unstructured grids and operators

with discontinuous coefficients. The disadvantage of existing

algebraic multigrid implementations is the relatively high (com-

pared to the solution time) setup costs. The main advantage of

geometric multigrid is that it is easier to devise coarsening and

intergrid transfers with low overhead. Its disadvantage is that it

is harder to use in a black-box fashion.
We are interested in developing a parallel multigrid method

for highly non-uniform discretizations of elliptic PDEs. Cur-

rently, the most scalable methods are based on graph-based

methods for coarsening, namely maximal-matchings. Examples

of scalable codes that use such graph-based coarsening include

[1] and [26]. Another powerful code for algebraic multigrid

is BoomerAMG, which is a part of the Hypre package [15],

[16]. BoomerAMG has been used extensively to solve problems

with a variety of operators on structured and unstructured grids.

However, the associated constants for constructing the mesh and

performing the calculations can be quite large. The high-costs

related to partitioning, setup, and accessing generic unstructured

grids, has motivated us to design geometric multigrid for octree-

based data structures.
Parallel geometric multigrid algorithms for non-uniform dis-

cretizations have been proposed in the past. A modestly parallel

(using up to 16 processors) additive multigrid solver for three

dimensional Poisson problems on adaptive hierarchical Carte-

sian grids was presented in [10], [27] and the details of the

sequential version are presented in [20], [28]. In that approach,

the adaptive grids are constructed by recursively splitting each

cell/element into three subcells in each coordinate direction

unlike octrees/quadtrees, which are constructed by recursively

splitting each cell/element into 2 subcells in each coordinate

direction. Hence, the number of grid points grows like 3d instead

of 2d in d-dimensions for each level of refinement. In [5], the

authors describe a Poisson solver with excellent scalability on

up to 1024 processors. Strictly speaking, it is not a bona fide

1We do not attempt to review the extensive literature on methods for adaptive
mesh refinement. Our work is restricted to construction of efficient intergrid
transfers between different octree meshes and not on error estimation.
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multigrid solver as there is no iteration between the multiple

levels. Instead, it is based on local independent solves in nested

grids followed by global corrections to restore smoothness.

It is similar to block structured grids and its extension to

arbitrarily graded grids is not immediately obvious. One of the

largest calculations using finite element meshes was reported in

[7], using conforming discretizations and geometric multigrid

solvers on semi-structured meshes. That approach is highly

scalable for nearly structured meshes. However, the scheme does

not support arbitrarily non-uniform meshes.

Multigrid methods on octrees have been proposed and devel-

oped for sequential and modestly parallel adaptive finite element

implementations [6], [18]. A characteristic of octree meshes is

that they contain “hanging” vertices.2 In [34], we presented a

strategy to tackle these hanging vertices and build conforming,

trilinear finite element discretizations on these meshes. That

algorithm scaled up to four billion octants on 4096 CPUs

on a Cray XT3 at the Pittsburgh Supercomputing Center. We

also showed that the cost of applying the Laplacian using this

framework is comparable to that of applying it using a direct

indexing regular grid discretization with the same number of

elements. To our knowledge, there is no work on large scale,
parallel, octree-based, matrix-free, geometric multiplicative
multigrid solvers for finite element discretizations that has
scaled to thousands of processors. Here, we build on our
previous work and present such a parallel geometric multigrid
scheme.

Terminology: In the following sections, we will use the

term “MatVec” to denote a matrix-vector multiplication, we will

use “octants” to refer to both octree nodes and the corresponding

finite elements and “vertices” to refer to element vertices. We

will use “CPUs” to refer to message passing processes. We

use the phrase “bottom-up approach” to refer to an algorithm

that uses the finest octree as its input. In contrast, we use the

phrase “top-down approach” to refer to an algorithm that starts

with the coarsest octree and proceeds to the finest octree. We

often refer to “sorted” octrees, these are lists of octants that are

sorted according to the Morton numbers (explained later) of the

octants.
Contributions: Our goal is to minimize storage require-

ments, obtain low setup costs, and achieve end-to-end3 parallel

scalability:

• We propose a parallel global coarsening algorithm to

construct a hierarchy of nested 2:1 balanced octrees and

their corresponding meshes starting with an arbitrary 2:1

balanced fine octree. We do not impose any restrictions

on the number of meshes in this sequence or the size

of the coarsest mesh. The process of constructing coarser

meshes from a fine mesh is harder than iterative global

refinements of a coarse mesh for the following reasons:

(1) We must ensure that the coarser grids satisfy the 2:1

balanced constraint as well; while this is automatically

2Vertices of octants that coincide with the centers of faces or mid-points of
edges of other octants are referred to as “hanging” vertices.

3By end-to-end, we collectively refer to the construction of octree-based
meshes for all multigrid levels, restriction/prolongation, smoothing, coarse solve,
and CG drivers.

satisfied for the case of global refinements, the same does

not hold for global coarsening. (2) Even if the input to the

coarsening function is load balanced, the output may not

be so. Hence, global coarsening poses additional challenges

with partitioning and load balancing. However, this bottom-

up approach is more natural for typical PDE applications

in which only some discrete representation (e.g., material

properties defined at certain points) is available.

• Transferring information between successive multigrid lev-

els is a challenging task on unstructured meshes and

especially so in parallel since the coarse and fine grids need

not be aligned and near neighbor searches are required.

Here, we describe a matrix-free algorithm for intergrid
transfer operators that uses the special properties of an

octree data structure to circumvent these difficulties.

• We have integrated the above mentioned components in a

parallel matrix-free implementation of a geometric multi-

plicative multigrid method for finite elements on octree

meshes. Our MPI-based implementation, Dendro has

scaled to billions of elements on thousands of CPUs even

for problems with large contrasts in the material properties.

Dendro is an open source code that can be downloaded
from [33]. Dendro is tightly integrated with PETSc [4].

Limitations of Dendro: Here, we summarize the limi-

tations of the proposed methodology. (1) The restriction and

prolongation operators and the coarse grid approximations are

not robust for problems with discontinuous coefficients. (2) The

method does not work for strongly indefinite elliptic operators

(e.g., high-frequency Helmholtz problems). (3) Dendro is lim-

ited to second-order accurate discretization of elliptic operators

on the unit cube. Cubes/Cuboids of other dimensions can be

handled easily using appropriate scalings but problems with

complex geometries are not directly supported. (4) Only the

intergrid transfers have been implemented in the AMR module

(we have not implemented an error estimation algorithm). (5)
Load balancing is not addressed fully (i.e., we have observed

suboptimal scalings).

Organization of the paper: In Section II, we give a brief

introduction to our octree data structure and our framework

for handling “hanging” vertices; more details can be found in

[34], [35]. In Section III, we describe the implementation of

the multigrid method. In particular, we describe the coarsening

algorithm and the implementation of the MatVecs for the restric-

tion/prolongation multigrid operations. The intergrid transfer of

the solution vector that is necessary for the AMR algorithm is

presented in Section IV. In Section V, we present the results

from fixed-size and iso-granular scalability experiments. Also,

we compare our implementation with “BoomerAMG” [22],

an algebraic multigrid implementation available in Hypre. In

Section VI, we present the conclusions from this study and

discuss ongoing and future work.

II. BACKGROUND

Each octree node has a maximum of eight children. An octant

with no children is called a “leaf” and an octant with one

or more children is called an “interior octant”. “Complete”
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octrees are trees in which every interior octant has exactly

eight children. The only octant with no parent is the “root”
and all other octants have exactly one parent. Octants that have

the same parent are called “siblings”. The depth of the octant

from the root is referred to as its “level”.4 We use a “linear”

octree representation (i.e., we exclude interior octants) using the

Morton encoding scheme [11], [35]. An octant’s configuration

with respect to its parent is specified by its “child number”:

The octant’s position relative to its siblings in a sorted list.

This is a useful property that will be used frequently in the

remaining sections. Any octant in the domain can be uniquely

identified by specifying one of its vertices, also known as its

“anchor”, and its level in the tree. By convention, the anchor of

an octant is its front lower left corner (a0 in Figure 1). In order

to perform finite element calculations on octrees, we impose

a restriction on the relative sizes of adjacent octants. This is

also known as the “2:1 balance constraint” (not to be confused

with load balancing): No octant should be more than twice the

size of any other octant that shares a corner, edge, or face with

this octant. This constraint has been used in many other works

as well [6], [8], [14], [17], [18], [24], [38], [39]. In [35], we

presented a parallel algorithm for linear octree construction and

2:1 balancing, which we use in Dendro. Vertices that exist at

the center of a face of an octant are called face-hanging vertices;

vertices that are located at the mid-point of an edge are called

edge-hanging vertices. The 2:1 balance constraint ensures that

there is at most one hanging vertex on any edge or face. In this
work, we only deal with sorted, complete, linear, 2:1 balanced
octrees.

A pre-processing step for finite element computation is

“meshing”. The construction of the element-to-vertex mappings,
the construction of ghost and local vertex lists, and the con-
struction of the scatter/gather operators for the near-neighbor
communications that are required during the MatVec are all
components of parallel meshing. Our meshing algorithm is

described in [34]. The key features of our meshing algorithm are

that (1) we use a hanging-vertex management scheme (Figure

1) that allows MatVecs in a single tree traversal as opposed to

multiple tree traversal required by the scheme in [38], and (2)
we reduce the memory overhead by storing the octree in a com-

pressed form that requires only one byte per octant (used to store

the level of the octant). The element-to-mesh vertex mappings

can be compressed at a modest expense of uncompressing this

on the fly while looping over the elements to perform the finite

element MatVecs. In our hanging-vertex management scheme5,

we do not store hanging vertices explicitly since they do not

represent independent degrees of freedom in a FEM solution.

If the i-th vertex of an element is hanging, then the index

corresponding to this vertex is mapped to the i-th vertex of

the parent6 of this element instead. Thus, if a hanging vertex

is shared between 2 or more elements, then in each element it

might point to a different index. Using this scheme, we construct

4This is not to be confused with the term “multigrid level”.
5This scheme is similar to the one used in [39].
6The 2:1 balance constraint ensures that the vertices of the parent can never

be hanging.
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Fig. 1. Illustration of nodal-connectivities required to perform conforming FEM
calculations using a single tree traversal. All the vertices in this illustration
are labeled in the Morton ordering. Every octant has at least 2 non-hanging
vertices, one of which is shared with the parent and the other is shared amongst
all the siblings. The octant shown in blue (a) is a child 0, since it shares
its zero vertex (a0) with its parent (p). It shares vertex a7 with its siblings.
All other vertices, if hanging, point to the corresponding vertex of the parent
octant instead. Vertices, a3, a5, a6 are face hanging vertices and point to
p3, p5, p6, respectively. Similarly a1, a2, a4 are edge hanging vertices and
point to p1, p2, p4.

standard trilinear shape functions with some minor variations:

(1) the shape functions are not rooted at the hanging vertices;

(2) the support of a shape function can spread over more than

8 elements; and (3) if a vertex of an element is hanging, then

the shape functions rooted at the other non-hanging vertices in

that element do not vanish on this hanging vertex. Instead, they

will vanish at the non-hanging vertex that this hanging vertex is

mapped to. In Figure 1 for example, the shape function rooted

at vertex (a0) will not vanish at vertices a1, a2, a3, a4, a5 or a6;

it will vanish at vertices p1, p2, p3, p4, p5, p6 and a7 and assume

a value equal to 1 at vertex a0.

Every octant is owned by a single CPU. The vertices located

at the anchors of the octants are owned by the same CPU that

owns the octants. However, the values of unknowns associated

with octants on inter-CPU boundaries need to be shared among

several CPUs. We keep multiple copies of the information

related to these octants and we term them “ghost” octants. The

elements owned by each CPU are categorized into “indepen-
dent” and “dependent” elements. While the elements belonging

to the latter category require ghost information, the elements

belonging to the former category do not. In our implementation

of the finite element MatVec, each CPU iterates over all the

octants it owns and also loops over a layer of ghost octants

that contribute to the vertices it owns.7 Within the loop, each

octant is mapped to one of the 18× 8 hanging configurations8.

This is used to select the appropriate element stencil from a list

of pre-computed stencils. We then use the selected stencil in a

standard element based assembly technique. Although the CPUs

need to read ghost values from other CPUs they only need to

7Each processor only loops over those ghost octants, which are owned by
processors with ranks less than its own rank. These ghost octants are referred
to as “pre-ghosts”.

8Octants could belong to one of 8 child number types and each child number
type is associated with 18 possible hanging vertex configurations.
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(a) MG Level k − 2 (b) MG Level k − 1 (c) MG Level k

Fig. 2. Quadtree meshes for three successive multigrid (MG) levels.

write data back to the vertices they own and do not need to

write to ghost vertices. Thus, there is only one communication

step within each MatVec. We overlap this communication with

computation corresponding to the independent elements.

III. PARALLEL GEOMETRIC MULTIGRID

The prototypical equation for second-order elliptic operators

is the Poisson problem:

− div(μ(x)∇u(x)) = f(x) ∀x ∈ Ω, u(x) = 0 on ∂Ω.
(1)

Here, Ω is the unit cube in three dimensions, ∂Ω is the

boundary of the cube, x is a point in the 3D space, u(x) is

the unknown scalar function, μ(x) is a given scalar function

(commonly referred to as a the “coefficient” for (1)), and

f(x) is a known function. If μ(x) is smooth, (1) can be

efficiently solved with Dendro. If μ is discontinuous, we can

still use Dendro but the convergence rates may be suboptimal.9

We write the discretized finite-dimensional system of linear

equations as Akuk = fk, where k denotes the multigrid level.

The Dendro interface: Let us describe the Dendro inter-

face for (1). (The current implementation of Dendro supports

more general scalar equations, vector equations such as the

linear elastostatics equation10, and time-dependent parabolic,

and hyperbolic equations.) The input is μ, f , boundary con-

ditions, and a list of target points in which we want to evaluate

the solution. The output is the solution u and, optionally, its

gradient at the target points. For simplicity, we assume the

following representation for μ: it is approximated as the sum

of a constant (background or base value) plus a function that

is defined by specifying its value on a set of points. f is

represented in a similar manner. We assume that the lists of

points that are used to specify μ and f are distributed arbitrarily

across CPUs. Dendro uses these points to define an octree at

the finest multigrid level and subsequently uses the fine level

octree to bottom-up construct the multigrid hierarchy. Next,

we give details about the main algorithmic components of this

procedure.

9The current Dendro implementation supports isotropic problems only. We
are working on extending Dendro to anisotropic operators in which μ(x) is a
tensor.

10The elastostatics equation is given by div(μ(x)∇v(x)) + ∇(λ(x) +
μ(x))∇v(x)) = b(x), where μ and λ are scalar fields known as Lamé moduli;
and v and b are 3D vector functions.

Outline of the Dendro algorithms: In Dendro, we use

a hierarchy of octrees (see Figure 2), which we construct

as part of the geometric multigrid (GMG) V-cycle algorithm.

The V-cycle algorithm consists of 6 main steps: (1) Pre-

smoothing: uk = Sk(uk, fk, Ak); (2) Residual computation:

rk = fk −Akuk; (3) Restriction: rk−1 = Rkrk; (4) Recursion:

ek−1=GMG(Ak−1, rk−1); (5) Prolongation: uk = uk +Pkek−1;

and (6) Post-smoothing: uk = Sk(uk, fk, Ak). When “k”

reaches the coarsest multigrid level, which we term the “exact
solve” level, we solve for ek exactly using a single level solver

(e.g., a parallel sparse direct factorization method).

To setup the solver we start with user specified points for μ
and f and follow the following steps:

1) Given input points, construct a 2:1 balanced octree corre-

sponding to the finest multigrid level using the algorithms

described in [35].

2) Given an upper bound on the total number of multigrid

levels, construct the sequence of coarser octrees.

3) Mesh the octrees starting with the octree corresponding

to the coarsest multigrid level.

4) Construct restriction and prolongation operators between

successive multigrid levels.

In the following sections, we describe the various components

of the multigrid algorithm.

A. Global coarsening

Starting with the finest octree, we iteratively construct a

hierarchy of complete, balanced, linear octrees such that every

octant in the k-th octree (coarse) is either present in the k+1-th

octree (fine) as well or all its eight children are present instead

(Figure 2).

We construct the k-th octree from the k + 1-th octree by

replacing every set of eight siblings by their parent. This is an

operation with O(N) work complexity, where N is the number

of leaves in the k +1-th octree. It is easy to parallelize and has

an O( N
np

) parallel time complexity, where np is the number of

CPUs.11 The main parallel operations are two circular shifts;

one clockwise and another anti-clockwise.

However, the operation described above may produce 4:1

balanced octrees12 instead of 2:1 balanced octrees. Although

there is only one level of imbalance that we need to correct, the

imbalance can still affect octants that are not in its immediate

vicinity. This is known as the ripple effect. Even with just one

level of imbalance, a ripple can still propagate across many

CPUs.

The sequence of octrees constructed as described above has

the property that non-hanging vertices in any octree remain non-

hanging in all finer octrees as well. Hanging vertices on any

octree could either become non-hanging on a finer octree or

remain hanging on the finer octrees too. In addition, an octree

can have new hanging as well as non-hanging vertices that are

not present in any of the coarser octrees.

11When we discuss communication costs we assume a Hypercube network
topology with θ(np) bandwidth.

12The input is 2:1 balanced and we coarsen by at most one level in this
operation. Hence, this operation will only introduce one additional level of
imbalance resulting in 4:1 balanced octrees.
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B. Restriction and Prolongation operators

To implement the intergrid transfer operations, we need to

find all the non-hanging fine grid vertices that lie within the

support of each coarse grid shape function. These operations

can be implemented quite efficiently for the hierarchy of the

octree meshes constructed as described in Section III-A. We do

not construct these matrices explicitly, instead we implement

a matrix-free scheme using MatVecs as described below. The

MatVecs for the restriction and prolongation operators are

similar.13 In both the MatVecs, we loop over the coarse and

fine grid octants simultaneously. For each coarse-grid octant,

the underlying fine-grid octant could either be identical to the

coarse octant or one of its eight children. We identify these

cases and handle them separately. The main operation within

the loop is selecting the coarse-grid shape functions that do

not vanish within the current coarse-grid octant and evaluating

them at the non-hanging fine-grid vertices that lie within this

coarse-grid octant. These form the entries of the restriction and

prolongation matrices.

To be able to do this operation efficiently in parallel, we need

the coarse and fine grid partitions to be aligned. This means that

the following two conditions must be satisfied. (1) If an octant
exists both in the coarse and fine grids, then the same CPU must
“own” this octant on both the meshes; and (2) If an octant’s
children exist in the fine grid, then the same CPU must own
this octant on the coarse mesh and all its 8 children on the fine
mesh.

To satisfy these conditions, we first compute the partition on

the coarse grid and then impose it on the finer grid. In general,

it might not be possible or desirable to use the same partition

for all of the multigrid levels because using the same partition

for all the levels could cause load imbalance. Also, the coarse

levels may be too sparse to be distributed across all of the

CPUs. For these reasons, we allow different partitioning across

levels. 14 When a transition in the partitions is required, we

duplicate the octree at the multigrid level at which the transition

between different partitioning takes place and we let one of

the duplicates share its partitioning with its immediate finer

level and the other one share its partitioning with its immediate

coarser level. We refer to one of these duplicates as the“pseudo”

mesh (Figure 3). The pseudo mesh is used only to support

intergrid transfer operations and smoothing is not performed

on this mesh. On these levels, the intergrid transfer operations

include an additional step referred to as Scatter, which just

involves re-distributing the values from one partition to another.

One of the challenges with the MatVec for the intergrid

transfer operations is that as we loop over the octants we must

also keep track of the pairs of coarse and fine grid vertices

that were visited already. In order, to implement this MatVec

efficiently we make use of the following observations. (1) Every

non-hanging fine-grid vertex is shared by at most eight fine-

grid elements, excluding the elements whose hanging vertices

13The restriction matrix is the transpose of the prolongation matrix.
14It is possible that some CPUs are idle on the coarse grids, while no CPU

is idle on the finer grids.

(a) Sequential (b) Parallel

Smoothing Restriction Prolongation

Pseudo Scatter

Fig. 3. (a) A V-cycle where the meshes at all levels share the same partition
and (b) A V-cycle in which the multigrid levels do not share the same partition.
Some levels do share the same partition and whenever the partition changes
a pseudo mesh is added. The pseudo mesh is only used to support intergrid
transfer operations and smoothing is not performed on this mesh.

are mapped to this vertex. (2) Each of these eight fine-grid

elements will be visited only once within the Restriction and

Prolongation MatVecs. (3) Since we loop over the coarse and

fine grid elements simultaneously, there is a coarse-grid octant15

associated with each of these eight fine-grid octants. (4) The

only coarse-grid shape functions that do not vanish at the non-

hanging fine-grid vertex under consideration are those whose

indices are stored in the vertices of each of these coarse octants.

Some of these vertices may be hanging, but they will be mapped

to the corresponding non-hanging vertex.

We precompute and store a mask for each fine-grid vertex.

Each of these masks is a set of eight bytes, one for each of

the eight fine-grid elements that surround this fine-grid vertex.

When we visit a fine-grid octant and the corresponding coarse-

grid octant within the loop, we read the eight bits corresponding

to this fine-grid octant. Each of these bits is a flag that de-

termines whether the corresponding coarse-grid shape function

contributes to this fine-grid vertex. The overhead of using this

mask within the actual MatVecs includes (a) the cost of a

few bitwise operations for each fine grid octant and (b) the

memory bandwidth required for reading the eight-byte mask.

The latter cost is comparable to the cost required for reading a

material property array within the finite element MatVec (for a

variable coefficient operator). Algorithm 1 lists the sequence of

operations performed by a CPU for the restriction MatVec. This

MatVec is an operation with O(N) work complexity and has

an O( N
np

) parallel time complexity. For simplicity, we do not

overlap communication with computation in the pseudocode. In

the actual implementation, we do overlap communication with

computation. The following section describes how we compute

these masks for any given pair of coarse and fine octrees.

Computing the “masks” for restriction and prolongation:
Each non-hanging fine grid vertex has a maximum16 of 1758

unique locations at which a coarse grid shape function that

15This coarse-grid octant is either identical to the fine-grid octant or its parent.
16This is a weak upper bound and these cases can be computed offline as

they are independent of the octrees under consideration.
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Algorithm 1: OPERATIONS PERFORMED BY CPU P FOR THE RESTRICTION MATVEC

Input: Fine vector (F ), masks (M ), pre-computed stencils (R1) and (R2), fine octree (Of ), coarse octree (Oc).
Output: Coarse vector (C).

1. Exchange ghost values for F and M with other CPUs.
2. C ← 0.
3. for each oc ∈ Oc

4. Let cc be the child number of oc.
5. Let hc be the hanging type of oc.
6. Step through Of until of ∈ Of is found s.t.

Anchor(of ) = Anchor(oc).
7. if Level(oc) = Level(of )
8. for each vertex, Vf, of of

9. Let Vf be the i-th vertex of of.
10. if Vf is not hanging
11. for each vertex, Vc, of oc

12. Let Vc be the j-th vertex of oc.
13. If Vc is hanging, use the corresponding

non-hanging vertex instead.
14. if the j-th bit of M(Vf , i) = 1
15. C(Vc) = C(Vc) + R1(cc, hc, i, j)F (Vf )
16. end if
17. end for
18. end if
19. end for
20. else
21. for each of the 8 children of oc

22. Let cf be the child number of of, the child of oc

that is processed in the current iteration.
23. Perform steps 8 to 19 by replacing R1(cc, hc, i, j)

with R2(cf , cc, hc, i, j) in step 15.
24. end for
25. end if
26. end for
27. Exchange ghost values for C with other CPUs.
28. Add the contributions received from other CPUs

to the local copy of C.

contributes to this vertex could be rooted. Each of the vertices of

the coarse grid octants, which overlap with the fine grid octants

surrounding this fine grid vertex, can be mapped to one of these

1758 possibilities. It is also possible that some of these vertices

are mapped to the same location. When we pre-compute the

masks described earlier, we want to identify these many-to-one

mappings and only one of them is selected to contribute to the

fine grid vertex under consideration. Details on identifying these

cases are given in [32].

We can not pre-compute the masks offline since this depends

on the coarse and fine octrees under consideration. To do this

computation efficiently, we employ a “dummy” MatVec before

we begin solving the problem; this operation is performed only

once for each multigrid level. In this dummy MatVec, we use

a set of 16 bytes per fine grid vertex; 2 bytes for each of the

eight fine grid octants surrounding the vertex. In these 16 bits,

we store the flags to determine the following: (1) Whether or

not the coarse and fine grid octants are the same (1 bit). (2) The

child number of the current fine grid octant (3 bits).(3) The child

number of the corresponding coarse grid octant (3 bits). (4) The

hanging configuration of the corresponding coarse grid octant

(5 bits). (5) The relative size of the current fine grid octant with

respect to the reference element (2 bits). Using this information

and some simple bitwise operations, we can compute and store

the masks for each fine grid vertex. The dummy MatVec is

an operation with O(N) work complexity and has an O( N
np

)
parallel time complexity.

C. Smoothing and coarse grid operator

We use the standard Jacobi smoothing.17 For the exact solve

we use SuperLU Dist [25]. The operators Ak are defined using

standard FEM discretization. In matrix-free geometric multigrid

implementations, the coarse-grid operator is not constructed us-

ing the Galerkin condition; instead, a coarse grid discretization

17Any read-only-ghost type smoother can be implemented with no additional
communication.

6



of the underlying PDE is used. One can show [32] that these

two formulations are equivalent provided the same bilinear form,

a(u, v), is used both on the coarse and fine levels. This poses

no difficulty for constant coefficient problems or problems in

which the material property is described in a closed form. Most

often however, the material property is defined just on each

fine-grid element. Hence, the bilinear form actually depends on

the discretization used. If the coarser grids must use the same

bilinear form, the coarser grid MatVecs must be performed by

looping over the underlying finest grid elements, using the mate-

rial property defined on each fine grid element. This would make

the coarse grid MatVecs quite expensive. A cheaper alternative

would be to define the material properties for the coarser grid

elements as the average of those for the underlying fine grid

elements. This process amounts to using a different bilinear

form for each multigrid level and hence is a clear deviation

from the theory. This is one reason why the convergence of

the stand-alone multigrid solver deteriorates with increasing

contrast in material properties. Coarsening across discontinuities

also affects the coarse grid correction, even when the Galerkin

condition is satisfied. Large contrasts in material properties also

affect simple smoothers like the Jacobi smoother. The standard

solution is to use multigrid as a preconditioner to the Conjugate

Gradient (CG) method [37]. We have conducted numerical

experiments that demonstrate the effectiveness of this approach

for the Poisson problem.

D. Metric for load imbalance

In all our MatVecs, the communication cost is proportional

to the number of inter-CPU dependent elements and the com-

putation cost is proportional to the total number of local and

pre-ghost elements (Section II). We use the following heuristic

to estimate the local load on any processor at any given multigrid

level:

Local Load = 0.75 × (No. of local elements + (2)

No. of pre-ghost elements) +
0.25 × (No. of dependent elements)

Then, the load imbalance for that multigrid level is computed

as the ratio of the maximum and minimum local loads across

the processors.

E. Summary of the overall multigrid algorithm

1) A “sufficiently” fine18 2:1 balanced complete linear octree

is constructed using the algorithms described in [35].

2) Starting with the finest octree, a sequence of 2:1 balanced

coarse linear octrees is constructed using the global coars-

ening algorithm.

3) The maximum number of processors that can be used for

each multigrid level without violating the minimum grain

18Here the term sufficiently is used to mean that the discretization error
introduced is acceptable.

size criteria19 is computed.

4) Starting with the coarsest octree, the octree at each level

is meshed using the algorithm described in [34]. As long

as the load imbalance (Section III-D) across the CPUs is

acceptable and as long as the number of CPUs used for

the coarser grid is the same as the maximum number of

CPUs that can be used for the finer multigrid level without

violating the minimum grain size criteria, the partition of

the coarser grid is imposed on to the finer grid during

meshing. If either of the above two conditions is violated

then the octree for the finer grid is duplicated; One of

them is meshed using the partition of the coarser grid and

the other is meshed using a fresh partition computed using

the “Block Partition” algorithm [34], [35]. The process is

repeated until the finest octree has been meshed.

5) A dummy restriction MatVec (Section III-B) is performed

at each level (except the coarsest) and the masks that will

be used in the actual restriction and prolongation MatVecs

are computed and stored.

6) For the case of variable coefficient operators, vectors that

store the material properties at each level are created.

7) The discrete system of equations is then solved using

the conjugate gradient algorithm preconditioned with the

multigrid scheme.

Complexity: Let N be the total number of octants in the

fine level and np be the number of CPUs. In [34] and [35], we

showed that the parallel complexity of the single-level construc-

tion, 2:1 balancing and meshing is O( N
np

log N
np

+ np log np)
for trees that are nearly uniform. The cost of a MatVec is

O( N
np

). The complexity of a single-level coarsening (excluding

2:1 balancing) is O( N
np

).

IV. ADAPTIVE MESH REFINEMENT

We solve a linear parabolic problem: ∂u
∂t = Δu+f(x, t) with

homogeneous Neumann boundary conditions using adaptive

mesh refinement. We compute f(x, t) using an analytical solu-

tion of a traveling wave of the form u(x, t) = exp(−104(y −
0.5 − 0.1t − 0.1 sin(2πx))2) (see Figure 6). A second order

implicit Crank-Nicholson scheme is used to solve the problem

for 10 time steps with a step size of δt = 0.05. We used CG with

Jacobi preconditioner to solve the linear system of discretized

equations at every time step. We build the octree using the exact

analytical solution. We do not use any error estimator. We focus

on demonstrating the performance of our tree-construction,

balancing, meshing and solution transfer schemes. Below we

describe the adaptive mesh refinement scheme.

1) Coarsen or refine octants in an octree using the exact

analytical solution at the current time step.

2) Balance the octree to enforce the 2:1 balance constraint.

19We require a minimum of 1000 elements per processor for good scalability.
If this criteria is not satisfied for any particular multigrid level, then the number
of active processors for that level is automatically adjusted. We arrived at this
number by assuming an uniform distribution of elements and comparing the
number of elements in the interior of a processor and the number of elements
on the inter-processor surface. The number of elements in the interior of a
processor must be much greater than the number of elements on the inter-
processor surface for good scalability.
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3) Mesh the octree to get the element-vertex connectivity.

4) Transfer the solution at the previous time step to the new

mesh.

5) Solve the linear system of equations.

We also present a parallel algorithm to map the solution
between different multigrid levels .

1) Get the list of co-ordinates of the vertices in the new mesh

O(N/np).
2) Sort the list of co-ordinates using parallel sample sort.

O(N/np log(N/np) + np log np).
3) Impose the partition of the old mesh on the sorted list

O(N/np).
4) Evaluate the function values at the vertices of the new

mesh using the nodal values and shape functions of the

old mesh O(N/np).
5) Re-distribute the evaluated function values to the partition

of the new mesh O(N/np).
The overall computational complexity of the solution transfer

algorithm, assuming that the octrees have O(N) vertices and

are similar, is O(N/np + np log np). We do not require the

meshes at two different time steps to be aligned or to share the

same partition. In fact, the two meshes can be entirely different.

Of course, the greater their differences the higher the intergrid

transfer communication costs.

V. NUMERICAL EXPERIMENTS

In this section, we report the results from four sets of ex-

periments: (A) Isogranular scalability (weak scaling) for multi-

grid, (B) Fixed-size scalability (strong scaling) for multigrid,

(C) Comparison between Dendro and BoomerAMG and (D)

Isogranular scalability for AMR. The experiments were carried

out on the Teragrid systems: “Abe” (9.2K Intel-Woodcrest cores

with Infiniband), “Bigben” (4.1K AMD Opteron cores with

quadrics) and “Ranger” (63K Barcelona cores with Infiniband).

Details for these systems can be found in [29], [31], [36]. The

following parameters were used in experiments A, B and C: (1)
A zero initial guess was used, (2) SuperLU_dist [25] was

used as an exact solver at the coarsest grid, (3) the forcing term

was computed by using a random vector for the exact solution,

(4) one multigrid V-cycle with 4 pre-smoothing and 4 post-

smoothing steps per level was used as a preconditioner to the

Conjugate Gradient (CG) method and (5) the damped-Jacobi

method was used as the smoother at each multigrid level.

Isogranular scalability analysis was performed by roughly

keeping the problem size per CPU fixed while increasing

the number of CPUs. Fixed-size scalability was performed by

keeping the problem size constant while increasing the number

of CPUs. In all of the fixed-size and isogranular scalability

plots, the first column reports the total setup time, the second

column gives the component-wise split-up of the total setup

time. The third column represents the total solve time and the

last column gives the component-wise split-up for the solve

phase. Note that the reported times for each component are the

maximum values for that component across all the processors.

Hence, in some cases the total time is lower than the sum of

the individual components. The setup cost for the GMG scheme

(Dendro) includes the time for constructing the mesh for all

the levels (including the finest), constructing and balancing all

the coarser levels, setting up the intergrid transfer operators by

performing one dummy restriction MatVec at each level. The

time to create the work vectors for the MG scheme and the

time to build the coarsest grid matrix are also included in the

total setup time, but are not reported individually since they are

insignificant. “Scatter” refers to the process of transferring the

vectors between two different partitions of the same multigrid

level during the intergrid transfer operations, required whenever

the coarse and fine grids do not share the same partition. The

time spent in applying the Jacobi preconditioner, computing the

inner-products within CG and solving the coarsest grid problems

using LU are all accounted for in the total solve time, but are

not reported individually since they are insignificant. When we

report MPI_Wait() times, we refer to synchronization for

non-blocking operations during the “Solve” phase.

Isogranular scalability for the multigrid solver: In Figure

4(a), we report isogranular scalability results for the constant-

coefficient scalar Poisson problem with homogeneous Neumann

boundary conditions on meshes whose mesh-size follows a

Gaussian distribution. The finest level octrees for the multiple

CPU cases were generated using regular refinements from the

finest octree for the single CPU case. Hence, the number of

elements on the finest multigrid level grows exactly by a factor

of 8 every time the number of CPUs is increased by a factor of

8. 4 multigrid levels were used on 1 CPU and the number of

multigrid levels were incremented by 1 every time the number

of CPUs is increased by a factor of 8. For all the multi-

processor runs in this experiment, the coarsest level only used

3 processors.

In Figure 5(a), we report isogranular scalability results for

solving the constant-coefficient linear elastostatics problem with

homogeneous Dirichlet boundary conditions. Unlike in Figure

4(a), all the octrees used in this experiment were generated

directly using Gaussian point distributions of varying number

of points. Hence, there is some variation in the grain sizes

for the different cases. Notice that the octrees used in this

experiment are highly non-uniform (The levels of the coarsest

and finest octants at the finest multigrid level are reported in

Figure 5(a).). Due to space limitations, we do not report the

isogranular scalability results for the Poisson problems (constant

and variable coefficient cases) on these octrees; these results are

reported in [32].

Fixed-size scalability for the multigrid solver: In Figure

4(b), we report results from the fixed-size scalability experiment

for the constant coefficient Poisson problem. The trend is

similar for the variable coefficient Poisson problem and the

elasticity problem; due to space limitations we do not report

these numbers here. More results for different octrees generated

using different point distributions are given in [32].

Comparison between Dendro and BoomerAMG: In Figure

5(b), we report results from a comparison with the alge-

braic multigrid scheme, BoomerAMG.20 In order to minimize

20We did not attempt to optimize our code or AMG and we used the default
options.
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(a) Isogranular Scalability
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(b) Fixed-size Scalability

Fig. 4. LEFT FIGURE: Isogranular scalability for solving the constant coefficient Poisson problem on a set of octrees with a grain size of 239.4K elements per
CPU (np) on the finest level. The difference between the minimum and maximum levels of the octants on the finest grid is 5. A relative tolerance of 10−10 in
the 2-norm of the residual was used. 6 CG iterations were required in each case, to solve the problem to the specified tolerance. This experiment was performed
on “Bigben”.
RIGHT FIGURE: Scalability for a fixed fine grid problem size of 15.3M elements. The problem is the same as described in Figure 4(a). 6 multigrid levels were
used. 9 iterations were required to solve the problem to a relative tolerance of 10−14 in the 2-norm of the residual. This experiment was performed on “Bigben”.

communication costs, the coarsest level was distributed on a

maximum of 32 CPUs in all experiments. For BoomerAMG, we

experimented with two different coarsening schemes: Falgout

coarsening and CLJP coarsening. The results from both experi-

ments are reported. Falgout coarsening works best for structured

grids and CLJP coarsening is better suited for unstructured

grids [22]. We compare our results using both the schemes.

Both GMG and AMG schemes used 4 pre-smoothing steps

and 4 post-smoothing steps per level with the damped Jacobi

smoother. A relative tolerance of 10−10 in the 2-norm of the

residual was used in all the cases. The GMG scheme took about

12 CG iterations, the Falgout scheme took about 7 iterations and

the CLJP scheme also took about 7 iterations.

The setup time reported for the AMG schemes includes the

time for meshing the finest grid and constructing the finest grid

FE matrix, both of which are quite small (≈ 1.35 seconds for

meshing and ≈ 22.93 seconds for building the fine grid matrix

even on 256 CPUs) compared to the time to setup the rest of

the AMG scheme. Although GMG seems to be performing well,

more difficult problems with multiple discontinuous coefficients

can cause it to fail. Our method is not robust in the presence of
discontinuous coefficients—in contrast to AMG.

Discussion on scalability results: The setup costs are

much smaller than the solution costs, suggesting that Dendrois

suitable for problems that require the construction and solution

of linear systems of equations numerous times. The increase

in running times for the large processor cases can be primarily

attributed to poor load balancing. This can be seen from (a) the

total time spent in calls to the MPI_Wait() function and (b)
the imbalance in the number of elements (own + pre-ghosts)

per processor. These numbers are reported in Figure 4(a) and

Figure 5(a).21 Load balancing is a challenging problem due to

the following reasons: (1) We need to make an accurate a-

priori estimate of the computation and communication loads–it

is difficult to make such estimates for arbitrary distributions;

(2) for the intergrid transfer operations, the coarse and fine

grids need to be aligned-it is difficult to get good load balance

for both the grids, especially for non-uniform distributions; and

(3) Partioning each multigrid level independently to get good

load balance for the smoothing operations at each multigrid

level would require the creation of an auxiliary mesh for each

multigrid level and a scatter operation for each intergrid transfer

21We only report the Max/Min elements ratios for the finest multigrid level
although the trend is similar for other levels as well.
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(a) Isogranular Scalability for Dendro
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(b) Dendro Vs BoomerAMG

Fig. 5. TOP FIGURE: Isogranular scalability for solving the constant coefficient linear elastostatics problem on a set of octrees with a grain size of 30K
(approx) elements per CPU (np) on the finest level. In each case, the coarsest octant at the finest multigrid level was at level 3; the level of the finest octant
at the finest multigrid level is reported in the figure, and can go up to 18. Thus, the octrees considered here are extremely non-uniform–roughly five-orders of
magnitude variation in the leaf size. A relative tolerance of 10−8 in the 2-norm of the residual was used. 9 CG iterations were required in each case, to solve
the problem to the specified tolerance. This experiment was performed on “Ranger”.
BOTTOM FIGURE: Comparison between Dendro (GMG) and BoomerAMG for solving a variable coefficient (contrast of 107) scalar elliptic problem with
homogeneous Neumann boundary conditions on meshes constructed on octrees generated using Gaussian distributions. For BoomerAMG, we experimented with
two different coarsening schemes: Falgout coarsening and CLJP coarsening. This experiment was performed on “Abe”. Each node of the cluster has 8 CPUs
which share an 8GB RAM. However, only 1 CPU per node was utilized in the above experiments. This is because the AMG scheme required a lot of memory
and this allowed the entire memory on any node to be available for a single process. We caution the reader that we have not attempted to optimize the AMG
solver and that the jumping-coefficient problem we consider here is relatively easy since it has only one discontinuity “island”.
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np Elements iter Solve Balancing Meshing Transfer
8 300K 110 78.1 6.24 6.0 0.76
64 2M 204 143.9 17.0 7.86 0.82

512 14M 384 356 132.9 72.3 3.32

TABLE I
Isogranular scalability with a grain size of 38K (approx) elements per CPU

(np). A constant-coefficient linear parabolic problem with homogeneous
Neumann boundary conditions was solved on octree meshes. We used the

analytical solution of a traveling wave of the form
exp(−104(y − 0.5 − 0.1t − 0.1 sin(2πx))2) to construct the octrees. We

used a time step of δt = 0.05 and solved for 10 time steps. We used
second-order Crank-Nicholson scheme for time-stepping and CG with Jacobi
preconditioner to solve the linear system of equations at every time step. We

used a stopping criterion of ‖r‖/‖r0‖ < 10−6. We report the number of
elements (Elements), CG iterations (iter), Solve time (Solve), total time to

balance (Balancing) and mesh (Meshing) the octrees generated at each time
step. We also report the time to transfer the solution between the meshes

(Transfer) at two different time steps. The total number of elements and the
number of CG iterations are approximately constant over all time steps. This

experiment was performed on “Abe”.

operation at each multigrid level. This would increase the setup

and communication costs.

Adaptive mesh refinement: Finally, in Table I and Figure

6, we report the performance of the balancing, meshing and the

solution transfer algorithms to solve the linear parabolic problem

described in Section IV.

VI. CONCLUSIONS

We have described a parallel matrix-free geometric multi-

plicative multigrid method for solving second order elliptic

partial differential equations using finite elements on octrees.

Also, we described a scheme that can be used to transfer scalar

and vector functions between arbitrary octrees during adaptive

mesh refinement.

We automatically generate a sequence of coarse meshes from

an arbitrary 2:1 balanced fine octree. We do not impose any

restrictions on the number of meshes in this sequence or the size

of the coarsest mesh. We do not require the meshes to be aligned

and hence the different meshes can be partitioned independently.

Although a bottom-up tree construction and meshing is harder

than top-down approaches, we believe that it is more practical

since the fine mesh can be defined naturally based on the physics

of the problem.

We have demonstrated the scalability of our implementation

and can solve problems with billions of elements on thousands

of CPUs. We have demonstrated that our implementation works

well even on problems with largely varying material properties.

We have compared our geometric multigrid implementation

(Dendro) with a state-of-the-art algebraic multigrid imple-

mentation (BoomerAMG) in a standard off-the-shelf package

(HYPRE); Dendro has a much lower setup cost compared to

BoomerAMG and hence is better suited for adaptive mesh

refinement procedures. Overall, we showed that the proposed

algorithm is quite efficient although significant work remains to

improve the partitioning algorithm and the overall robustness of

the scheme in the presence of discontinuous coefficients.
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