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Classification Model X

? 4 B ‘
—»

Classification Outcome

The baby pacifier class in
ImageNet is spuriously correlated
with the presence of babies.




When trying to identify hair color

Non-blond Blond
Woman

Non-blond
Woman Man

CelebA
/,A/?/’ = .
Training # 71629 66874 22880 1387
(44%) (41%) (14%) (1%)
Validation # 8535 8276 2874 182
Accuracy 97.78% 99.86% 85.88% 36.99%

The blond hair class in CelebA is spuriously correlated with

Liu et al. 2015



When trying to identify bird type

Landbird Landbird Waterbird Waterbird
on Land on Water on Land on Water

Waterbird Sagawa et al.
2019
Training # 3498 184 56 1057
8 (73%) (4%) (1%) (22%)
Validation # 467 466 133 133
Accuracy 99.79% 77.68% 38.35% 92.48%

The bird class in Waterbird is spuriously correlated with background.




When trying to identify pneumothorax

Pneumothorax-free Pneumothorax Pneumothorax
without chest drain without chest drain with chest drain
CXR-14 , | | “ Oakden-Rayner et al. 2019
Training # ? ? ?
Validation # 10714 204 300
(96%) (2%) (2%)

The pneumothorax-free class in CXR-14 is spuriously correlated with no chest



https://arxiv.org/pdf/1909.12475.pdf

When trying to identify pneumonia

CNN has learned to identifying

pneumonia by detecting a metal A
token that radiology technicians "
place on the patient. ,

Zech et al. 2018

Even the most advanced models trained with ERM™* can

develop
systematic biases from these spurious attributesiiiR{sKeE1E:}

*Empirical Risk Minimization (ERM) represents conventional training often focus on minimizing
average training error, without any procedures for improving worst-group accuracies.



https://journals.plos.org/plosmedicine/article?id=10.1371/journal.pmed.1002683

How previous work resolve this?
Without knowing group label

Just Train Twice (JTT) 1. - 2. Upweighting
Liu et al., 2021 E = {(29G5URMON ) £ ). dpra(0, ) = (Aup S Uwyi0)+ Y Uy 9)),
(

z,y)EE (z,y)¢E
Improve robustness
Waterbird, Waterbird, Landbird, Correct-N-Contrast via representation
Water BG Land BG Water BG o alignment | s

Correct-n-Contrast (CnC) " 1 M |
Zhang et al., 2022 ERM —~ 1 | N
Gradcam: [ sample | 4) —! Wwaterbird || Waterbird i| Landbird |
| Contrastive—» 1 . i !
“ Batches Y = “Waterbird” i “Landbird” i “Waterbird" |
Y = “Waterbird’,/ “Landbird" 3§ “Waterbird” 3§ | ! Anchor i Positive i Negative !



https://arxiv.org/pdf/2107.09044.pdf
https://arxiv.org/pdf/2203.01517.pdf

How previous work resolve this?

With knowing group label

Group DRO
Sagawa et al.,
2019

Deep Feature Reweighting (DFR)
lzmailov et al., 2022

Opro := arg min{ﬁ(@) =maxE., ., p 14(6; (m,y))]}
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Feature Extractor Prediction Data Prediction
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Spurious: BG DFR >
Core: FG Retrain linear layer
[I:l BG Features [0 FG Features Large weights ~ ======" Small weights]



https://arxiv.org/pdf/1911.08731.pdf
https://arxiv.org/pdf/2204.02937.pdf

Minority groups manifest a significant gap in accuracy

Minority Group Majority Group
c| = c l * l |
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Are minority group samples memorized by neural
network?

Deep learning algorithms are well-known to have a propensity for .
L la R LR I A EIEREIAAYE and often fit even outliers and [

mislabeled data points. squirrel [
E :’:

1.000

Such fitting requires of training data labels. ‘
skunk

Feldman & Zhang, 2020

0.942

Definition of memorizationfglsInEIa APkl
hamster
Formally, for a dataset S = (;, y;);c[n @and i € [n] define
girl |
mem(.A, S,i) := Pr |h(z;) =y — Pr |h(x;) =y, E
( ) hNA(S)[ ( z) yz] hN.A(S\i)[ ( z) yz]

Feldman & Zhang, 2020
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https://arxiv.org/pdf/1906.05271.pdf
https://arxiv.org/pdf/2008.03703.pdf

We formulate the spurious correlation problem as the memorization effect of
the neural networks.

Squirrel?

Question 1: | ,
= B o -m

Can we [ihEKRAR I # I hK that

play ERAfIICIRTe]lE in the minority Second .
. . . Fi R - Nox
samples decision making? pass M

Question 2: Squirrel?

Traini
raining Yes.
Can we find a way to cancel out
the memorization effectfeEISNls! Testing [Vl
R Yes.

sample
by these neurons? sample




Preliminaries

ResNet50 ViT-Small

Waterbirds CelebA ()
"ar
A QN L e i fix)

Transformer Encoder

!
< I

[ Llne ar Pm]eumn ot Fl mened P\tchu

Datasets and Models

y: landbird | : Iandbi | yblon& . y: not blond . . - . m ﬁ H m ﬂ E
a:in water a:on land a: female a: male
T N Magnitude-based: |[|Z;]|2 Gradient-based: ||V (7, 7)||2
Identification Criterion H ZH Iv@ )l
iti oL 0.D,
of Critical Neurons where 0 = {z).20.-- .20} v(i.j) = ce(f(6.Dj))
Ozi
Layer Layer

Definition of Neurons _ _
Convolutional Layer: 256x256x3x3 Linear Layer: 768x2304x1

Neuron Neuron

and Layers
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Stage 1: Proving the Existence of Critical Neurons

Unstructured

Structured Tracing:

Layer Rewinding:

Zero-out (pruning)
Random initialize

Random noised

Zero-out (pruning)

Rewind

Top-1/2/3 largest (by magnitude/gradient) neuron
within the whole model.

Top-1/2/3 largest (by magnitude/gradient) neuron
within a specific layer.

Every layer 5/10/20/30/40 epochs back in turn
and keep all the other parameters unchanged

13



Zero-out Top-k Global Largest Neurons

1. Train the model by for 40 epochs

2. the top-k global largest neurons by

Neuronindex  Group index

calculating | |
Gradient norm L . OLcs(f(6,Dy)) "
(group variant) |v(i,7)[l2  where  v(i,j) = = defl,--- M}:j€{0,---,3}

, where D; comprises examples only from group G;
Magnitude ||Z'z,||.2

norm
(group invariant)

3. the identified neurons Binary Mask

4. Calculate the group by  A..(4) = |ace(Dy, £(8,-)) — acc(D;, f(rL- ®0,"))

14



Result after Zero-out Top-k Global Largest Neurons

Group Accuracy Change (%)

je

Gradient-based

Magnitude-based
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After zero-out top 1/2/3 global largest neurons

|

Go

t

Majority Group

The accuracy of minority groups exhibits
il allie, while the accuracy of

majority groups shows only .
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Neurons Distribution by Gradient and Magnitude

300

200 A |

100 1 Bt

Neuron Counts

0% 20% 40% 60% 80% 100%
Largest Gradient Neurons' Magnitude Ranking
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Neuron Counts
.
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0% 20% 40% 60% 80% 100%
Largest Magnitude Neurons' Gradient Ranking

In the top, we show the global magnitude ranking for the
neurons with top 0.01% global largest gradient.

In the bottom, we show the global gradient ranking for the
neurons with top 0.01% global largest magnitude.

In both histograms, there is a noticeable in the
rightmost two bins (ranging from 95% to 100%).

This suggests that the neurons with the highest magnitudes

tend to exhibit large gradients, and the neuron with the largest
gradient often with a high weight magnitude.
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Randome-initialize Top-k Global Largest Neurons

1. Train the model by for 40 epochs

2. the top-k global largest neurons by Neuron index  Group index
calculating 1 1

Gradient norm
(group variant)

_ aECE(f(9~ D?))

de{l, .- MY:je€{0,---.3
= ie{l,---  M};je€{0,--- 3}

lv(@,j)ll2 where  v(i,j)

, where D; comprises examples only from group G;
Magnitude ||Z'z,||2

norm
(group invariant)

3. RElilelelBllELVAE the identified neurons b replace the neuron weight z; with €; where €; ~ N(0, 02)

4. Calculate the group by  Auc(j) = |ace(D;, £(8,-)) — ace(D;, (6. )],

where g = {Z'i}igélj U {E@}igzj. 17



Gradient-based

Magnitude-based

Result after Random-initialize Top-k Global Largest Neurons

Std=0.005 Std=0.01 Std=0.02

—
o
1
—
==
1
—
o
1

1) The results from random
initialization closely those
from the pruning method.

(9]
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=
¥

Group Accuracy Change (%)

i N

Go G & G Go G G2 G Go G1 G2 &3 2) The accuracy changes in minority
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3) All the results visualized here are the
average of 10 independent runs.
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S = N W s L Y
| IR T RN NN N S S—

Group Accuracy Change (%)
[\
Group Accuracy Change (%)

i
=

Go G1 G G3 Go G G G3 | - Go G1 G G3 18



Random-noise Top-k Global Largest Neurons

1. Train the model by for 40 epochs

2. the top-k global largest neurons by Neuron index  Group index
calculating l l

Gradient norm
(group variant)

_ OECE(f(9~ D}))

) Ly~ My g 0,---,3
i € (L MY € {0, 8)

lv(@,j)ll2 where  v(i,j)

, where D; comprises examples only from group G;
Magnitude ||Z'z,||.2

norm
(group invariant)

3. the identified neurons by add the neuron weight z; with €; where €; ~ N (0, 0”)

4. Calculate the group by Auee(§) = lace(D;, £(6,-)) —ace(D;, £(8,-))],

where 5 = {Zi}ieélj U {AZ“@}@'EIJ.. 19



Gradient-based

Magnitude-based

Result after Random-noise Top-k Global Largest Neurons

Std=0.005 Std=0.01 Std=0.02
—~~ 15 f;\ /g\
S S S
& 1.07 S 2 ) .
> 9 | 22 1) The extent of accuracy change with
= 0s 2 1 3 random noise is than
<7 < <1 that observed with random
2 m é é initialization and pruning.
C poloem [ E8 8 1w/~ ol | B o-;!-J:
G G G G3 G G G G3 G G G G ) _
2) With random noise added, the
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Zero-out Top-k Largest Neurons within a Layer
1. Train the model by for 40 epochs

2. Find the top-k largest neurons by

calculating
Gradient norm

o OECE(f(9~D]))
(group variant) a

823'

|v(i,7)]l2  where  v(i, ) die{l,--- ,M};j€{0,---,3}

, where D; comprises examples only from group G;
Magnitude ||Z'z,||.2

norm
(group invariant)

3. the identified neurons Binary Mask

4. Calculate the group by Aace(j) = | ace(Dj, £(6,-)) — ace(D;, f(ij ®0,"))
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Result of Zero-out Top-k Largest Neurons within a Layer

Group Accuracy
Percentage Change

0 5 10 IS5 20 25 30 35 40 45 l

Layer Depth

0 5 10 15 20 25 30 35 40 45

75.0
50.0

25.0

Layer Depth

Zero-out Top-1 Neuron with Largest Magnitude

Zero-out Top-3 Neurons with Largest Magnitude
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Result of Zero-out Top-1 Largest Neurons within a Layer

10.0

Zero-out Top-1 Neuron with Largest by
Group O samples

0 5 10 IS5 20 25 30 35 40 45
10.0

Zero-out Top-1 Neuron with Largest by
samples

10.0

Zero-out Top-1 Neuron with Largest by
samples

0 5 10 IS5 20 25 30 35 40 45
10.0

Zero-out Top-1 Neuron with Largest by
samples

23



Result of Zero-out Top-3 Largest Neurons within a Layer

15.0

10.0

Zero-out Top-3 Neuron with Largest by Zero-out Top-3 Neuron with Largest by
Group O samples samples
0 5 10 15 20 25 30 35 40 45 0 5 10 15 20 25 30 35 40 45

Zero-out Top-3 Neuron with Largest by Zero-out Top-3 Neuron with Largest by
samples samples

10.0
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Rewind Layer

1. Train the model by for 40 epochs, save every checkpoint during training

2. [MSJEILRGERENEdWith the corresponding parameters 5/10/20/30/40

epochs earlier, keep all the other parameters unchanged

3. Calculate the group by Auee(§) = |ace(D;, £(0,-)) — ace(D;, £(8,-))].

ccccc

convi
/ ccccc
conv3

Earlier Checkpoint

Replace

aaaaaaa

convi
/ EEEEE
conv3
CCCCC

Current Checkpoint
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Result of Rewind Layer

A sensitive layer is defined as the layer rewinding on
which can bring change in corresponding group

o

2301 o o o accuracy.
ga51-o gz
B 20— o Minority groups tend to have a
o ] compared to majority groups. This suggests that
Z 107 | i ? majority groups exhibit when it comes
A 3] g )¢ —o— g1 to rewinding layers.

0l ¢ 8

5 10 20 30 40 . .
Number of Epochs Back For any given group, cREIEEIRgglelels of layers influence
group accuracy when rewound to FEIRIEI e Sd (elo]lgl&.

Go: Landbird on Land
G1: Landbird on Water
G,: Waterbird on Land
G3: Waterbird on Water

26



Group accuracy change by pruning non-critical neuron (control group)

I T T N TR T

Zero-out 0.01%
Zero-out 0.02%
Zero-out 0.03%
Zero-out 0.1%
Zero-out 0.2%
Zero-out 0.3%
Zero-out 1%
Zero-out 2%

Zero-out 3%

0.001338%
0.001338%
0.001338%
0.001338%
0.001338%
0.001338%
0.001338%
0.001338%
0.001338%

0.003913%
0.003913%
0.003913%
0.003913%
0.003913%
0.003913%
0.003913%
0.003913%
0.003913%

0.002857%
0.002857%
0.002857%
0.002857%
0.002857%
0.002857%
0.002857%
0.002857%
0.002857%

0.004816%
0.004816%
0.004816%
0.004816%
0.004816%
0.004816%
0.004816%
0.004816%
0.004816%

We found that all pruning actions had minimal impact on the accuracy of all groups.
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Stage 2: Mitigating the spurious correlation via pruning

1. Train the model by for 40 epochs

2. |dIale| the critical
neurons

3. [dOLE the critical neurons in auxiliary model

4. the model by this framework for 20 more epochs by contrastive learning

target wmoodel

. - = L ms
Feat
allgnim

JL Prune

L nEex

? (B

—_— —_—
O

auxiliary model 28



Stage 2: Mitigating the spurious correlation via pruning

target moolel

i — - = L mse Positive (negative) pairs are output
eontucre features that originate from the
alignment same (different) input image.

Pruwe
L ne-xent
“ We wish this term
be as big as
auxbu,arg modeL | ossible

e exp(sim(r,r,)/7)
ENT-Xent(QJ X) - I & Zk exp(Sim(r, rk)/T)

1 sim(u, v) = u-v/([[ul] - [[b])
Training Objective [:tota](e, X, y) = [:NT(Q, X) + )\L:MSE(Q, X, y)

1

EMSE(Bzxay) - Hy_yHg 29




How do we decide which neurons to prune?

809 ] ERM 80 - 1 ERM
B Gradient 76.5 WM Gradient

[w.o]
)
L

Gradient-based: B Mognitude B Magnitude

69.6

S
7y
. . (1]
prune 0.01% neurons with largest gradient = 701
£
2 60
2
_ &
Magnitude-based : Z 501
prune 0.01% neurons with largest = "
magnitu de Waterbirds CelebA Waterbirds CelebA

ResNet-50 ViT-small

How do we calculate the gradient for gradient-based pruning?

3. Randomly sample 128 out to form

1. Calculate the cross- 2. Select the top 256
entropy loss for each sample samples with the highest

the batch for gradient computation

Our finetuning strategy does not rely on group

|
labels! 20



Conclusions

1. Our comprehensive study MEglilER N JENE Ko R L gl IS

nElelgr£llel), a mechanism involving critical neurons significantly
influencing the accuracy of minority examples while having minimal
impact on majority examples.

. Building upon these key findings, we demonstrate that [J\AlL=aallsf
WL R SN METIEelslS, we can effectively the influence of
spurious memorization and enhance the performance on the worst
group.
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