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The baby pacifier class in 
ImageNet is spuriously correlated 
with the presence of babies.
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The baby pacifier class in ImageNet Classification Outcome

Classification Model



When trying to identify hair color
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The blond hair class in CelebA is spuriously correlated with 
female.

Liu et al. 2015
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How previous work resolve this?
Without knowing group label

Just Train Twice (JTT) 
Liu et al., 2021

Correct-n-Contrast (CnC) 
Zhang et al., 2022

1. 
Identification

2. Upweighting
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https://arxiv.org/pdf/2107.09044.pdf
https://arxiv.org/pdf/2203.01517.pdf


How previous work resolve this? 
With knowing group label

Group DRO
Sagawa et al., 
2019

Deep Feature Reweighting (DFR) 
Izmailov et al., 2022
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https://arxiv.org/pdf/1911.08731.pdf
https://arxiv.org/pdf/2204.02937.pdf


6

Land 
Background

Water 
Background

La
n

d
b

ir
d

W
at

er
b

ir
d

𝑤0 =
4795

3498

Im
age

En
co

d
er

Lin
e

ar Layer

Landbird
Waterbird

Deep Feature Re-weighting (DFR)

× 𝑤𝑖
𝑤1 =

4795
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56
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𝐺𝑖  𝑡𝑟𝑎𝑖𝑛𝑖𝑛𝑔 #

It's essential to know the group to which each sample belongs, 
hence this method is consider supervised.



Preliminaries
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ERM (Empirical Risk Minimization) aims to 

minimize the average loss over a training 
dataset by solving the optimization problem:

WGA (Worst Group Accuracy) refers to 

the lowest accuracy among different 
subgroups within a dataset, which defined 
as:

weights are invariant to the group the sample belongs 
to

where 𝐺 represents the set of groups, 𝑆𝑔 ​ is the set 

of samples in group 𝑔, and 1 is the indicator 
function for correct predictions.
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CLIP: Zero-shot Classification

Does removing the background alter 
the system's predicted category?
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Conclusion 1
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Visual representations in current VLMs are entangled with 
spurious features that significantly impair classification 
performance.

Question: Can we remove the spurious feature in visual representation via text 
representation?



CelebA
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The upper bound of CLIP visual representation 
with only linear transformation
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For each attribute classification experiments, we freeze the image encoder and only train a linear 
classification layer via DFR.

As a supervised method, DFR usually signifies the peak performance that a linear layer can attain.

CLIP’s visual 
representations 
are fine grained.



Conclusion 2
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The previous experiment on DFR shows that linear layer is 
sufficient to extract key features for various downstream 
tasks.

Question: Since we are studying vision language model, can we use the language 
embedding and a linear layer to debias the visual representation?
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Does the representation of “a photo of pasture” only contain pasture feature?

Ideally, they should have 
about the same distance …

We collect camel photos that are free of 
pasture.

We collect cow photos that are free of pasture.

How pure is the CLIP language representation?



15

“a photo of pasture”In reality, “a photo of pasture” 
are much closer to cow photos

Cosine Similarity
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For non-spurious correlated text and image pairs

“a photo of a dog”
“a photo of a 

wolf” 

“a photo of an 
elephant”“a photo of a 

tiger” 



Conclusion 3
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We find that CLIP's text embeddings are contaminated by 
diverse elements, making text embeddings impractical for 
debiasing the model. 

Question: Since text representation is more biased than we thought, can we debias 
vision language model using visual representation?
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“Background” Images

Concat

Target Image 
Feature 𝜈𝑖𝑚𝑎𝑔𝑒

Projected Target Image Feature 
𝜈𝑊⊥ = (𝐼 − 𝐵 𝐵𝑇𝐵 −1𝐵𝑇 )𝑣𝑖𝑚𝑎𝑔𝑒

“Background” Image 
Features 𝜈𝑏𝑔Text-to-Image Model

Image Retrieval Model

or

Can we debias via visual representations?

Subspace
 𝑊 = 𝑐𝑜𝑙(𝐵)

𝑣𝑖𝑚𝑎𝑔𝑒  = 𝑣𝑊 + 𝑣𝑊⊥
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foreground background
A sample in 

Waterbird dataset

from CUB dataset from Places 
dataset

+ =

Broadleaf
Bamboo forest

Natural lake
Ocean

Land

Water

Class Sub-class
Hence, for each Waterbird sample, 
you can find the “Background” source via 2 
perspectives: 

As we know that



Debiasing result using different source of “background” vector
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Corresponding class text: “a photo of land background”
Corresponding subclass text:  “a photo of broadleaf”

A random image from Places dataset
A random image from nature
A random image from either bamboo forest or broadleaf (within class)
A random image from broadleaf (within subclass)

For a target image like this                           , the background vector used in debiasing 
can be:

The corresponding
background
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Unsupervised 
debiasingSupervised debiasing

How do different sources of “background” vector impact the 
debiasing framework?

More related 
“background” vectors
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When we are trying to distinguish the hair color, but the attribute is spuriously correlated to gender:

More related 
“background” vectors

How do different sources of “background” vector impact the 
debiasing framework?

Ideally, we hope to debias                             using                           . But practically, we can only debias using



Conclusions

1. We show that VLMs like CLIP rely on non-causal spurious features for 
decision-making, yet linear probing is sufficient to extract key features for 
various downstream tasks.   

2. We find that CLIP's text embeddings are contaminated by diverse 
elements, making text embeddings impractical for debiasing the model.    

3. We demonstrate that using visual embeddings from CLIP to distill visual 
representations is highly effective. 
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