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Abstract

Convolutional Neural Networks are a common deep learning architecture for im-

age processing reliant on internal convolution operations. To improve overall per-

formance, these convolution operations must be highly performant. GPUs provide a

hardware architecture that accommodates substantial levels of parallelism that can im-

prove operational performance. However, code must be carefully developed to obtain

this potential. This thesis develops high performance GPU kernels for this purpose by

using careful analysis of the convolution problem and its implementation on the GPU.

By parameterizing the execution space, this thesis shows that the kernels can be made

to adapt to specific problems in architectures. Finally, it is shown that the developed

kernels are, in many common cases, more performant than comparable methods while

still having great potential for further refinement.
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