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Abstract

Matrix decompositions have widespread application in scientific computing and numerical analysis. The

Singular Value Decomposition (SVD) is of particular interest, due to its applicability in solving rank-deficient

and ill-conditioned linear systems, and in solving linear least squares problems. Traditional algorithms for

computing the SVD are computationally expensive, sometimes prohibiting their use in numerical approxi-

mation. We propose to apply a modern randomized technique for computing the SVD to deterministic ap-

proximation problems. Our target approximation problems involve linear approximation with approximants

comprising of radial basis functions (RBFs) and polynomials; the matrices arising from such approximants

can be rank-deficient or ill-conditioned. Our goal is to explore the interplay of parameters from both the

approximants and the randomized SVD algorithm with an eye toward improving cost-accuracy profiles.
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Chapter 1

Introduction

In this chapter we will describe polynomial and RBF approximation and introduce some of the pitfalls

of solving these approximations systems. While there are several methods to solve these systems, most

involve expensive dense linear algebra. For example, computing the SVD of a n⇥n matrix has a complexity

of O(n3). However, it may not always be necessary to solve such systems exactly, deterministically, or to

machine precision. The goal of this thesis is to apply an existing randomized SVD algorithm to the solution

of ill-condition linear systems arising from interpolation and least squares problems. To that end, we focus

on two popular approximation schemes: polynomial least squares, and radial basis functions (RBFs).

1.1 Polynomial Approximation

Fitting data to a model is a fundamental practice in data science and numerical analysis. In 1D, given

some data, one can use polynomial approximation to find a function that is an exact fit for the data [5]. This

technique is called interpolation. However, the matrices arising from polynomial interpolation can be rank-

deficient in anything higher than 1D for scattered nodes (Mairhuber-Curtis theorem, see [5]). Therefore, in

order to perform approximation with polynomials, one option is to deduce the matrix rank using a rank-

revealing decomposition such as the singular value decomposition (SVD). An alternate approach is to use

Radial Basis Functions (RBFs) instead.

1.2 Radial Basis Functions
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Radial Basis Functions (RBFs) are used for interpolation of multidimensional scattered data [1, 12].

The ability to construct an unknown function from scattered data has many applications in data science

and neural networks [14]. The technique of multidimensional scattered interpolation has progressed to a

mesh-free method that can numerically solve partial di↵erential equations on irregular domains [1, 15].

However, these methods result in a large, ill-conditioned linear system [15]. While the SVD can be used to

handle ill-conditioning, the modern approach to combat ill-conditioning in RBF interpolation matrices is to

augment the RBF interpolants with moderate-degree polynomials [6]. These methods use parameter-free

RBFs augmented with polynomials. Unfortunately, while blocks arising from RBFs are full rank on scattered

nodes, the polynomial blocks may not be, depending on the degree of the polynomial and the number

of points. Thus, while this technique overcomes ill-conditioning, it trades this o↵ with rank-deficiency,

especially if the points lie on a surface [6, 11, 12]. Again, solving the resulting linear systems necessitates a

rank-revealing decomposition like the SVD. Even if the matrices involved are full rank, it may be possible

to enforce polynomial reproduction on the RBF interpolants in a least squares sense. To that end, a non-

deterministic (but fast) algorithm for approximating the SVD up to a user-specified tolerance is desirable.

1.2.1 Traditional algorithms for the SVD

SVDs are a powerful tool for solving linear systems involving ill-conditioned or rank-deficient matrices.

Consequently, they can be useful in both polynomial and RBF approximation. However, classical (determin-

istic) methods of constructing SVDs, and many other matrix decompositions, have proven to be inadequate

in dealing with problems involving large matrices. There are two reasons for this: first, these algorithms

have high (and fixed) computational complexity, thus resulting in poor scaling to large problems [3, 4];

second, these algorithms attempt to create decompositions that when recombined match the original matrix

perfectly (within machine epsilon) [9].

1.3 Randomized SVD

Large matrices commonly arise in modern data science and scientific computing applications [9]. However,

in many of these contexts, it is often su�cient to create a matrix decomposition or factorization that is

accurate to some user-specific (or application-specific tolerance). This has led to the rise of randomized

algorithms for matrix decompositions [7]. In this work, we focus specifically on the algorithms described in

[7], which are explicitly designed to produce such approximate factorizations using projections onto random

vectors. In addition, these algorithms are rank-revealing in two ways: first, they are capable of computing a
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close-to-optimal low rank approximation in the case of rank-deficient matrices; and second, they can reveal

e↵ective numerical rank in highly ill-conditioned matrices.

In the case of a rank-deficient linear system where the rank is not known in advance, the randomized

algorithms from [7] enable the solution of the linear systems in a least-squares sense. On the other hand, when

used on a full-rank but ill-conditioned matrix, these algorithms can enable e�cient storage and meaningful

solution of the linear systems while ameliorating the e↵ects of ill-conditioning. Further, these algorithms

explicitly take as input a user-supplied tolerance parameter that allow the algorithms to trade speed for

precision. However, to the best of our knowledge, such algorithms have not found widespread use in scientific

computing or approximation. Thus, very little is known about how the algorithm parameters interact with

approximation parameters such as the number of data points, the number of RBFs, the polynomial degree,

and the desired accuracy/tolerance of the approximation.
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Chapter 2

Polynomial Approximations

2.1 Polynomial Least Squares

As previously stated, given some data, one can use polynomial approximation to find a function that is

an exact fit for the data. This is called interpolation. In cases where data is noisy, a common method used

to fit polynomials to data is polynomial least squares. For the 1D case, let x = {xk}Nk=0 be some set of points

at which we are provided some samples of some function f(x). Thus, we are given yk = f(xk), k = 0, . . . , N

and seek a polynomial p of the form:

p(x) =
MX

k=0

akx
k
, (2.1)

p(xj) ⇡ yj , j = 0, . . . , N (2.2)

where ak are the unknown approximation coe�cients. To find these coe�cients, we need to enforce the

conditions p(xj) ⇡ yj , j = 0, . . ., N. This creates a linear system of the form

2

66666666666664

1 x0 x
2
0 x

3
0 . . . x

M
0

1 x1 x
2
1 x

3
1 . . . x

M
1

1 x2 x
2
2 x

3
2 . . . x

M
2

1 x3 x
2
3 x

3
3 . . . x

M
3

...
...

...
...

. . .
...

1 xN x
2
N x

3
N . . . x

M
N

3

77777777777775

| {z }
A

2

66666666664

a0

a1

a2

...

aN

3

77777777775

=

2

66666666664

y0

y1

y2

...

yN

3

77777777775

(2.3)

The Vandermonde matrix, A, varies in size depending on the polynomial degree. Let ` be the polynomial

degree and d the dimension, then M =
�l+d

d

�
. Higher dimension analogues are obtained by using monomials
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corresponding to the total degree polynomial of degree ` in d dimensions.

To solve for the unknown ak values, we must solve the linear system 2.3. If M > N , this is an overde-

termined linear system that has a unique solution if the matrix A has full column-rank. Consequently, one

can use the SVD to find the least squares solution as:

U⌃V Ta = y

=) a = V ⌃†
U

Ty
(2.4)

We will approximate the SVD using the Algorithm 4.2 from [7], which is a fast randomized algorithm. We

now describe this algorithm below.

2.2 Implementation of the Martinsson Algorithm

Our first task was to implement Algorithm 4.2 (the adaptive randomized range finder) from [7] (henceforth

called the Martinsson Algorithm). In our implementation of the algorithm, the parameters are: an m ⇥ n

matrix A, a tolerance ✏, and an integer r. The algorithm computes an orthonormal matrix Q that we use

to calculate the SVD. The tolerance ✏ acts as a threshold of the accuracy of this algorithm. The algorithm

guarantees to maintain k(I�QQ
⇤)Ak  " while building the orthonormal matrix Q. The integer r is

necessary to balance the computational cost as well as the reliability of the algorithm. This algorithm draws

a random set of r Gaussian vectors to interact with the original matrix A. As this happens, we examine the

subspace formed from these interactions with random vectors. We do this for each iteration of a loop until it

reaches the threshold for accuracy. The output is an orthonormal Q matrix, which can be used to compute

the SVD in a deterministic fashion. Since Q is much smaller than the original matrix A, computing the SVD

will be much more e�cient. That being said, one goal of this paper is to examine the relationships between

r and ✏ [7].

Due to the nature of this algorithm, the orthonormal Q matrix is much smaller than A. This is because

we are not trying to replicate A, but rather form an approximate basis for the column space of A. As with

most matrices, not all columns are pertinent in forming this basis, which is how this algorithm can be sub-

stantially faster than traditional methods.
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Algorithm 1: Martinsson’s Algorithm

Result: SVD(A)

input : M⇥N matrix A, an integer r, and a tolerance ✏

output: SVD of A

1 Draw standard Guassian vectors w(1)
, ...,w(r);

2 For i = 1, 2,...,r, compute y(i) = Aw(i));

3 j = 0;

4 Q(0) = [], M ⇥ 0 empty matrix;

5 while max
���y(j+1)

�� ,
��y(j+2)

�� , . . . ,
��y(j+r)

�� > "/(10
p

2/⇡) do

6 j = j + 1;

7 Overwrite y(j) by
⇣
I�Q(j�1)

⇣
Q(j�1)

⌘⇤⌘
y(j ;

8 q(j) = y(j)
/
��y(j)

��;

9 Q(j) =
h
Q(j�1)q(j)

i
;

10 Draw a standard Gaussian vector w(j+r) of length N ;

11 y(j+r) =
⇣
I�Q(j)

⇣
Q(j)

⌘⇤⌘
A!(j+r);

12 for i = (j + 1), (j + 2),...,(j + r � 1) do

13 Overwrite y(i) by y(i) � q(j)
⌦
q(j)

,y(i)
↵
;

14 end

15 end

16 B = Q0;

17 [Ub, S, V ] = svd(B, 0);

18 U = Q ⇤ Ub;

19 return U , S, V ;

2.3 Results

In this section, we will present numerical results for the approximate solution of the polynomial least

squares problem using the Martinsson algorithm. First, in section 2.3.1, we present timings.

2.3.1 Timings

Our preliminary study showed potential for speedup over Matlab’s built-in SVD on polynomial approxi-

mation problems. Below we can see that having a lower threshold for accuracy gives us substantial speedup

11



with large square polynomial matrices.

Figure 2.1: Timings of SVD Computation of Square and Rectangular Vandermonde Matrices

2.3.2 2D Polynomial Approximations

Our goal was to examine how the tolerance, ✏, and the r value parameters a↵ect the accuracy and

performance of polynomial interpolation. We first tested this with polynomial least squares approximation

of the Runge function, f(x, y) = 1
1+25(x2+y2) where x and y are the positions of which data is supplied. We

created the point sets with Halton sequences in the domain of [0, 1]2, which are quasi-random nodes [8].

Testing the tolerance parameter is especially interesting because in Figure 2.1 we can see that the lower the

tolerance gets, the more e�cient the algorithm completes. Below we tested a range of tolerances to be used

as a parameter in the Martinsson Algorithm. We then used the SVD to solve for the rectangular Polynomial

Least Squares system. We compared those results against the actual data and graphed the relative error.
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Figure 2.2: Relative error as a function of number of nodes N and tolerance ✏ for polynomial least squares

approximation of the Runge function.

As Figure 2.2 shows, it looks like the tolerance has little influence on the accuracy of the computation

of the SVD for Polynomial Approximations in 2D. This is an unexpected outcome, but one that shows the

Martinsson Algorithm can make very fast and e�cient computations of the SVD without compromising the

accuracy. Next we examined the r parameter with the same tests as the tolerances.

Figure 2.3: Relative error as a function of number of nodes N and r values for polynomial least squares

approximation of the Runge function.

Similar to the tolerance tests, r values do not appear to influence the results significantly in 2D.
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In addition to studying the parameters of the Martinsson algorithm, we were interested in investigating

how the Martinsson algorithm’s e↵ectiveness changes with the composition of the the Vandermonde matrix

in polynomial approximation.

We tested rectangular systems where the makeup of the Vandermonde matrix is either N = 2M + 1 or

N = M
2 on the Martinsson algorithm. Specifically, we wanted to see if one or the other was better suited

for the Martinsson algorithm and this created more accurate approximations.

Figure 2.4: Relative error as a function of number of nodes N and Vandermonde matrix composition for

polynomial least squares approximation of the Runge function.

It is clear that polynomial approximations with N= 2M+1 converge more smoothly as the number of

points is increased. First, the Martinsson algorithm is better equipped for matrices of this composition.

Second, the tolerance and r value parameters have di↵erent ‘best‘ values for N = 2M + 1 and N = M
2.

2.3.3 3D Polynomial Approximations

Next we ran the same tests of testing the tolerance ✏ and r value parameters, but with polynomial least

squares approximation of the Runge function, f(x, y, z) = 1
1+25(x2+y2+z2) where x, y, and z are the positions

of which data is supplied. As we did in polynomial approximations in 2D, we created the point sets with

Halton sequences, which are sequences that appear to be random. We ran the first test on the tolerance ✏.

Again, we tested a range of ✏ to see if they impacted the accuracy of the resulting polynomial interpolation.

We do this because the SVD is used in the solution of the linear system created as a result of trying to find

the best fit function to the given data.

14



Figure 2.5: Relative error as a function of number of nodes N and tolerance ✏ for polynomial least squares

approximation of the Runge function.

Similar to the case of 2D, it doesn’t appear that the tolerances have an a↵ect on the accuracy of the

system. This is meaningful because again, the Martinsson algorithm computes much faster with a lower

tolerance. Next we ran the same test, but with a range of r values.

Figure 2.6: Relative error as a function of number of nodes N and r values for polynomial least squares

approximation of the Runge function.

Unlike the r values in 2D, our tests show that r values in 3D are much more influential on the accuracy of

the Martinsson algorithm. We can see from the graph that an r value less than 9 is ideal for 3D polynomial

approximation using the Martinsson Algorithm.
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The last test we ran in 3D for polynomial approximation was on the composition of the Vandermonde

matrix. Specifically, when N = 2M + 1 or N = M
2.

Figure 2.7: Relative error as a function of number of nodes N and Vandermonde matrix composition for

polynomial least squares approximation of the Runge function.

In this case it appears that N = M
2 causes the relative error to decay faster. However, our tests above

demonstrated that in the case of 3D, the r value should remain below 9. So with that in mind, we ran the

same test again comparing N = 2M + 1 and N = M
2. As Figure 2.8 shows, there is some improvement

with N = M
2.

Figure 2.8: Relative error as a function of number of nodes N and Vandermonde matrix composition for

polynomial least squares approximation of the Runge function, r = 9
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Chapter 3

Polynomial and RBF Approximations

3.1 RBF Approximations

Unlike polynomial interpolation, RBF interpolation is better set up for all dimensions [15]. Instead of

using a Vandermonde matrix as in the polynomial case, we use a distance matrix with a radial basis function

expansion when solving scattered data interpolation problems with RBFs [5, 13]. Given a set of points

X = {xk}Nk=1, we want to find some f that serves as a proxy function for the given data, yk. So, we are

constructing an RBF interpolant to the data of the following form where the interpolation coe�cients are

ck [13]

p(x) =
NX

k=1

ck� (kx� xkk) (3.1)

We find the interpolation coe�cients by enforcing the conditions p(xk) = yk, k = 1, . . . , N . This creates the

linear system below 2

66666664

� (r1,1) � (r1,2) . . . � (r1,N )

� (r2,1) � (r2,2) . . . � (r2,N )
...

...
. . .

...

� (rN,1) � (rN,2) . . . � (rN,N )

3

77777775

| {z }
AX

2

66666664

c1

c2

...

cN

3

77777775

| {z }
cf

=

2

66666664

f1

f2

...

fN

3

77777775

| {z }
fX

(3.2)

where ri,j = kxi � xjk.

Above, � is the RBF and typically takes on the form of �(s) = s
m. RBF interpolation systems like this

one are notorious for being ill-conditioned [5, 14] due to the minimum distance between points becoming

smaller. Although there are a number of ways to help make this system more stable, like changing bases,

one way is to augment a polynomial to this system [5, 12].
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3.2 RBFs and Polynomial Approximations

RBF approximation implemented with augmented polynomials can restore approximation quality, but

can also introduce rank-deficiency [6, 11, 12]. We modify the RBF system to include polynomial terms to

create an equation of the form [2]

p(x) =
NX

k=1

ck� (kx� xkk) + �1 + (c2x+ �3y) (3.3)

p(xk) = f(xk), k = 1 . . . N (3.4)

where x = (x, y) and xk = (xk, yk). To uniquely determine the interpolation coe�cients, we also impose the

constraints
PN

k=1 ck =
PN

k=1 ckxk =
PN

k=1 ckyk = 0 . This creates the system below [2]

2

66666666666666664

| 1 x1 y1

A |
...

...
...

| 1 xN yN

� � � + � � �

1 · · · 1 |

x1 · · · xN | 0

y1 · · · yN |

3

77777777777777775

2

66666666666666664

c1

...

cN

�

�1

�2

�3

3

77777777777777775

=

2

66666666666666664

f1

...

fN

�

0

0

0

3

77777777777777775

, (3.5)

The extension involves adding monomials up to degree ` in d dimensions. The system can be written as

the following block system from Shankar [11]:

2

4 A  

 T 0

3

5

| {z }
Â

2

4 c

�

3

5

| {z }
ĉ

=

2

4 f

0

3

5 , (3.6)

In the above block linear system, f is the set of function values,  is the A from Chapter 2, and A is the

RBF interpolation matrix. As mentioned previously, A is typically ill-conditioned. While the polynomial

block can help o↵set this ill-conditioning, this block itself could be rank-deficient on scattered nodes in high

dimensions [1, 15]. The Martinsson algorithm is thus a good candidate to solving such linear systems.

When solving the above block linear system, we use the Schur complement [10]. This is defined as

S = 0� T
A

�1 (3.7)

where S is the Schur complement. We can use this to solve for the block system like below.

S� =  T
A

�1f (3.8)
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To be more e�cient when finding A
�1, we used the LU decomposition as A�1 = R

�1
L
�1

P . This is beneficial

since we are computing A
�1 just once. � can be computed as

� = V ⌃†
U

T ( T
A

�1f) (3.9)

The factors V, ⌃ and U can be approximated with the Martinsson algorithm. Finally, we can solve for c

as

c = R
�1

L
�1

P (f � �) (3.10)

3.3 Results

In this section we will examine how the ✏ tolerance and r value parameters of the Martinsson algorithm

a↵ect RBFs with augmented polynomials. As with polynomial approximation, we used the Runge function,

f(x, y) = 1
1+25(x2+y2) for 2D and f(x, y, z) = 1

1+25(x2+y2+z2) for 3D. Again, we used the Halton sequence to

generate pseudo-random point sets in the domain of [0, 1]d where d is the dimension.

3.3.1 2D RBFs with Augmented Polynomials

We ran the same experiments as those for polynomial approximation. Our goal was to see how the

tolerances and r value parameters influenced accuracy for RBF interpolation. We use the polyharmonic

spline (PHS) radial basis function �(s) = s
m, where m = `� 1 if ` is even, and m = ` if ` is odd; here, ` is

once again the polynomial degree.
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Figure 3.1: Relative error as a function of number of nodes N and tolerance ✏ for RBF and polynomial

approximation of the Runge function.

Similar to the polynomial approximation tests in 2D shown in Figure 2.2, there appears to be no significant

di↵erence between the range of tolerances. This means that the Martinsson algorithm can approximate the

SVD e�ciently with a low tolerance threshold. However, one distinction between polynomial approximation

and RBF interpolation in these tests is that the RBFs reach a lower error significantly faster and then spike

back up after a number of N nodes. This is unlike the polynomial approximation (in Figure 2.2) which has

a slower downward relative error trend throughout and does not reach a relative error as low.

We also ran the same test as shown in Figure 3.1 with r values. Similar to the 2D polynomial approxima-

tion in Figure 2.3, it does not appear that the r value parameter influences accuracy. However, in both RBF

with polynomials and polynomial least squares approximation a relative error of 10�5 is achieved although

with polynomials the rate of relative error decay is significantly slower.
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Figure 3.2: Relative error as a function of number of nodes N and r values for RBF and polynomial

approximation of the Runge function.

In addition to tests when �(s) = s
m where m = `� 1 if ` is even and ` if ` is odd, we also ran the sames

tests with m = 2`+ 1 in 2D.

Figure 3.3: Relative error as a function of number of nodes N and tolerance ✏ for RBF and polynomial

approximation of the Runge function, �(s) = s
m with m = 2`+ 1.

It appears that changing the polyharmonic spline, �, has a significant influence on RBF interpolation

with polynomials. With a new m = 2`+ 1, the error spikes back up at a smaller rate and does not achieve

the same relative error sa seen in Figure 3.1. The polynomial approximation tests shown in Figure 2.2, do

not have a relative error upward spike after a certain N nodes unlike here in Figure 3.3. However, we are

still reaching a lower relative error at a faster rate with RBFs than with polynomials. We also ran the same

test, but with the r value parameter.
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Figure 3.4: Relative error as a function of number of nodes N and r values for RBF and polynomial

approximation of the Runge function, �(s) = s
m with m = 2`+ 1.

As with the tolerance parameter tests, the performance seems less desirable with a polyharmonic spline

of �(s) = s
m with m = 2`+1 when N is large. The relative error spikes back after N1/2 = 20 whereas with

m = ` or m = `� 1, the spike does not occur until N1/2 = 40. Additionally, above when m = 2`+ 1, we do

not reach a relative error of 10�5 like we do in Figure 3.1, but the rate of relative error decay is significantly

faster. However, both values of � achieve a lower relative error at a more rapid rate than with polynomials

in Chapter 2.

3.3.2 3D RBFs Augmented with Polynomials

We ran the same experiments as above, approximating the Runge function but in 3D. Again, in our

preliminary tests our radial basis function, �(s) = s
m, where m = ` or m = ` � 1 and ` is the polynomial

degree.
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Figure 3.5: Relative error as a function of number of nodes N and tolerance ✏ for RBF and polynomial

approximation of the Runge function.

Similar to the RBFs with augmented polynomials in 2D, there appears to be no significant di↵erence

between the range of tolerances. However, in 3D, we attain an even lower relative error at a more rapid rate

of relative error decay than in 2D with RBFs shown in Figure 3.1 and both dimensions of polynomials in

Figure 2.2 and 2.5. We also ran the same test with r values.

Figure 3.6: Relative error as a function of number of nodes N and r values for RBF and polynomial

approximation of the Runge function

Similar to the 2D case seen in Figure 3.2, it doesn’t appear that the r value parameter influences the

accuracy. However, again, we are reaching a lower relativer error at a significantly quicker rate than with

RBFs in 2D and both dimensions of polynomial least square approximations. Figure 3.5 and 3.6 are almost

identical.
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In addition to tests when �(s) = s
m with m = ` or m = ` � 1 in 2D, we also ran the sames tests with

m = 2`+ 1 in 3D.

Figure 3.7: Relative error as a function of number of nodes N and tolerance ✏ for RBF and polynomial

approximation of the Runge function, �(s) = s
m with m = 2`+ 1.

It appears that changing polyharmonic spline, �, does not influence the a↵ect tolerances have on the

Martinsson algorithm. However, the � drastically a↵ects the relative error and the rate of its decay. In

Figure 3.7, the relative error is just past 10�2 whereas when m = ` or m = `� 1 in Figure 3.5, we achieved

a relative error lower than 10�5 and at a more rapid pace. The relative error above is more similar to what

we found with polynomial approximations in Figure 2.5. We also ran the same test, but with the r value

parameter.

Figure 3.8: Relative error as a function of number of nodes N and tolerance ✏ for RBF and polynomial

approximation of the Runge function, �(s) = s
m with m = 2`+ 1.

As with the tolerance parameter tests, the performance seems less desirable with a polyharmonic spline

24



with m = 2`+ 1. The relative error spikes back after N1/3 = 15 whereas in the case of when m = l� 1, the

spike does not occur until N1/3 = 25 . Additionally, the relative error here is far from 10�5 that we see in

Figure 3.6. However, it doesn’t really seem to di↵er between the tolerances and r values, which again makes

it seem that it is the polyharmonic spline causing the error spikes and higher relative errors. Again, it seems

like changing the � here makes the influence of the ✏ tolerance and the r values have a much di↵erent e↵ect

on RBF interpolation. Overall, RBF interpolation achieved lower relative errors at a more rapid rate than

with polynomial approximations with a �(s) = s
m where m = ` or m = `� 1.
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Chapter 4

Conclusion

After in-depth testing of the Martinsson algorithm with polynomial approximation and RBF interpolation

augmented with polynomials, we learned about how the algorithm acts with di↵erent types of input matrices.

For instance, in our preliminary studies we demonstrated that even with a low tolerance, the Martinsson

algorithm was able to compute the SVD more e�ciently. Then, we found that in our tests for polynomial

approximation that the tolerance had little e↵ect on the relative error. However, although the tolerance had

little a↵ect we learned that the r values influence polynomials when N = M
2. According to our studies,

when N = M
2, r should not exceed 9. This drastically reduces the relative error compared to using larger r

values.

Additionally, we learned that interpolation with RBFs augmented with polynomials performed much

better to the polynomials approximation when the polyharmonic spline was �(s) = s
m when m = ` or

m = `�1. For both, the tolerance and r value parameters did not seem to a↵ect the relative error. However,

when we tried a new �(s) = s
m when m = 2` + 1, the relative error decreased at a much slower rate and

achieved similar relative error to polynomial approximations. This was consistent in both tests with the

tolerance ✏ and the r values. In all cases (except m = 2`+1), we found that using a loose tolerance was quite

su�cient for both polynomial least squares approximation and interpolation with RBFs and polynomials.

This opens up the potential to replace costly deterministic solves with randomized SVD algorithms in the

context of practical applications where these techniques are used.

Our findings seem promising, but there are many studies that could be done to investigate further into

how the Martinsson algorithm works and what it can be best used for. For instance, both polynomial

least squares and RBF interpolation are applied in a local setting (rather than as global approximation
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schemes). It seems likely that our findings would carry over to that case also, opening up the possibility of

computing scattered node finite di↵erence formulas e�ciently using our mix of deterministic and randomized

techniques. On the other hand, both polynomial and RBF approximants are used for global high-dimensional

approximation. The techniques described herein are directly applicable to those contexts also.
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