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#### Abstract

Multimodal visual haptic user interfaces can be made more effective by accurately colocating the workspaces of their components. We have developed a coregistration technique for pose measurement devices based on nonlinear least squares parameter estimation. A reduced quaternion parameterization is used for representing the orientation component of coordinate transformations, which avoids the numerical instability of traditional approaches. The method is illustrated with two examples: the colocation of a haptic device with a position tracker, and the coregistration of an optical and a magnetic tracking system.


## 1 Introduction

The combined use of immersive visual and haptic displays has received focused attention in the last couple of years $[12,4,15,17,2]$. We believe that the precise colocation of the visual and haptic components is necessary to make these systems effective and useful for scientific exploration. For projection-based immersive displays, coregistration typically involves determining the following three coordinate transformations:

- The relative transformation between the coordinate bases of the position tracker and the haptic device.
- The position, orientation, and size of the display surface(s) with respect to a common base.
- The location of the user's eyes relative to the tracked head frame.

In this paper, we generalize the first problem and present a technique to coregister pose measurement devices, i.e. devices that measure position and orientation components of a moving coordinate frame relative to a fixed base. ${ }^{1}$ The method can also be used to calibrate a tracking system from measurements taken with a more accurate device [7].

The coregistraton technique is based on attaching a rigid mechanical link between the two (or more) measured locations (Figure 1). We can determine the relative transformation between the devices by taking a series of simultaneous measurements and fitting a parametric model to the collected data. The parameters include the position and orientation of one base relative to the other and certain position and orientation components between the tracked frames. More precise parameter estimates can be obtained by considering inaccuracies in the measurements from both devices using a total least squares regression algorithm. It is also important to quantify how well the estimation algorithm performs taking into account the quality of the collected data.


Device A
Figure 1. The idea behind the coregistration technique.
After briefly introducing the mathematical framework behind parameter estimation, we present a novel orientation representation based on a reduced quaternion parameterization. The method is illustrated in two typical situations: the colocation of a haptic device with a position tracker, and the coregistration of an optical and a magnetic tracking system.

The formulation presented here is similar to those used in the field of robot calibration, a taxonomy of which can be found in [6].

[^0]
## 2 The Coregistration Problem

The relationship between the two devices and the corresponding measured locations can be described as a coupled virtual mechanism (Figure 1). The geometric model of this mechanism is composed of the coordinate transformations between the two stationary bases and the two (or more) moving coordinate frames. Some of these transformations are fix and have to be estimated (denoted by the solid arrows in the figure). Other transformations are measured by the devices (indicated by the dashed arrows). We collect the parameters that describe the fix transformations into a parameter vector $\phi$. The virtual mechanism is expressed mathematically as a nonlinear system of equations. We adopt the traditional formulation by considering device A as input, and device B as output of this system:

$$
\begin{equation*}
\mathbf{y}=\mathbf{f}(\mathbf{x}, \phi) \tag{1}
\end{equation*}
$$

i.e. the output measurements $\mathbf{y}$ are a function of the input measurements $\mathbf{x}$ and the model parameters $\phi$. The two examples in section 4 will demonstrate how to obtain these equations from the actual geometric arrangement. Our goal is to estimate $\phi$ from a series of input-output measurement pairs ( $\dot{\mathbf{x}}^{i}, \hat{\mathbf{y}}^{i}$ ). To achieve this, we minimize the error between the output measurements and the model according to the least squares principle:

$$
\begin{equation*}
S=\sum_{i=1}^{N} \mathbf{e}_{y}\left(\mathbf{f}\left(\mathbf{x}^{i}, \boldsymbol{\phi}\right), \hat{\mathbf{y}}^{i}\right)^{T} \mathbf{W}_{i} \mathbf{e}_{y}\left(\mathbf{f}\left(\mathbf{x}^{i}, \boldsymbol{\phi}\right), \hat{\mathbf{y}}^{i}\right) \tag{2}
\end{equation*}
$$

where $\mathbf{e}_{y}$ is the output error metric, which is most of the time defined as the difference between the model output and the output measurement vector:

$$
\begin{equation*}
\mathbf{e}_{y}(\mathbf{f}(\mathbf{x}, \phi), \hat{\mathbf{y}})=\mathbf{f}(\mathbf{x}, \phi)-\hat{\mathbf{y}} \tag{3}
\end{equation*}
$$

and $\mathbf{W}_{i}$ is a weighting matrix, which we set to the inverse covariance of the output measurements:

$$
\begin{equation*}
\mathbf{W}_{i}=\mathbf{V}_{i}^{-1} \tag{4}
\end{equation*}
$$

Since (2) is a nonlinear function of the parameters, this formulation belongs to the family of nonlinear ordinary least squares (OLS) problems [1].

A more sophisticated approach takes into account not only the output measurement errors, but also the input measurement errors, resulting in nonlinear weighted total least squares estimation (TLS) [16]:

$$
S=\sum_{i=1}^{N}\left[\begin{array}{c}
\mathbf{e}_{x}\left(\mathbf{x}^{i}, \hat{\mathbf{x}}^{i}\right)  \tag{5}\\
\mathbf{e}_{y}\left(\mathbf{f}\left(\mathbf{x}^{i}, \boldsymbol{\phi}\right), \hat{\mathbf{y}}^{i}\right)
\end{array}\right]^{T} \mathbf{W}_{i}\left[\begin{array}{c}
\mathbf{e}_{x}\left(\mathbf{x}^{i}, \hat{\mathbf{x}}^{i}\right) \\
\mathbf{e}_{y}\left(\mathbf{f}\left(\mathbf{x}^{i}, \boldsymbol{\phi}\right), \hat{\mathbf{y}}^{i}\right)
\end{array}\right]
$$

Since all input measurements are considered as parameters of the system, the original parameters $\phi$ are augmented resulting in a new parameter vector $\boldsymbol{\xi}$ :

$$
\boldsymbol{\xi}=\left[\begin{array}{c}
\mathbf{x}_{1}  \tag{6}\\
\vdots \\
\mathbf{x}_{N} \\
\phi
\end{array}\right]
$$

The implementation of both estimation techniques is discussed in detail in Appendix B.

## 3 Representation of Orientation

We need to represent the coordinate transformations with a minimum set of parameters to avoid having to use a constrained optimization algorithm. The position components are parameterized by their Cartesian coordinates
expressed in the frame they originate from. For the orientation components, however, we face the problem of choosing an appropriate representation. Euler angles are minimal but suffer from singularities, otherwise known as gimbal locks. The exponential map is also minimal, but besides coping with singularities, it is difficult to use it for combining rotations [5]. Rotation matrices are highly redundant and it would be difficult to keep track of the large number of constraints they are subject to, or to come up with a reduced parameterization. Quaternions are an optimal choice, because they only require a single constraint. It is also possible to represent them in a reduced form, which is more convenient and elegant to include in the geometric model than Euler angles are. Since there is more than one way to represent a quaternion with three parameters only [8], we need to examine certain conditions at every iteration step of the estimation procedure and dynamically reparameterize the system to avoid singularities.

### 3.1 Reduced Quaternion Parameterization

The reduced representation is based on the observation that if we know the three smallest magnitude elements of a quaternion and the sign of the largest magnitude element, we can compute this element from the constraint equation. Let's denote the minimum magnitude vector component of quaternion $\boldsymbol{q}$ by $\mathbf{s}$. Without loss of generality we can assume that:

$$
\mathbf{s}=\left[\begin{array}{l}
q_{1}  \tag{7}\\
q_{2} \\
q_{3}
\end{array}\right]
$$

i.e. the largest magnitude element of $\boldsymbol{q}=\left[\begin{array}{llll}q_{0} & q_{1} & q_{2} & q_{3}\end{array}\right]^{T}$ is $q_{0}$. Since valid rotations are represented by unit quaternions, we calculate $q_{0}$ as:

$$
\begin{equation*}
q_{0}= \pm \sqrt{1-\mathbf{s}^{T} \mathbf{s}}= \pm \sqrt{1-q_{1}^{2}-q_{2}^{2}-q_{3}^{2}} \tag{8}
\end{equation*}
$$

Thus, we can define an operator that converts the reduced quaternion to the full representation:

$$
\boldsymbol{q}(\mathbf{s})=\left[\begin{array}{c} 
\pm \sqrt{1-q_{1}^{2}-q_{2}^{2}-q_{3}^{2}}  \tag{9}\\
q_{1} \\
q_{2} \\
q_{3}
\end{array}\right]
$$

The Jacobian of this operator $\partial \boldsymbol{q} / \partial \mathbf{s}$ can be written in the following form:

$$
\frac{\partial \boldsymbol{q}}{\partial \mathbf{s}}=\left[\begin{array}{ccc}
-q_{1} / q_{0} & -q_{2} / q_{0} & -q_{3} / q_{0}  \tag{10}\\
1 & 0 & 0 \\
0 & 1 & 0 \\
0 & 0 & 1
\end{array}\right]
$$

This matrix is well-conditioned as long as $q_{0}$ is not close to zero, which is true, since $q_{0}$ is assumed to be the largest magnitude element of $\boldsymbol{q}$. The sign of $q_{0}$ is fixed until we choose a different reduced representation. Notice that there are four possible reduced forms, much fewer than the number of different Euler angles representations. The ambiguity in (9) can be handled by carrying the sign over from the previous iteration of the estimation procedure.

### 3.2 Error Metric

A related problem is how to calculate the difference between two orientations. Since the space of 3DOF rotations $\mathrm{SO}(3)$ is nonlinear, this is not as intuitive to define as position error. If the difference is small, linearized forms can
be used. These include direct difference for Euler angles and quaternions, and differential orthogonal rotations for rotation matrices [6].

There is an alternative formula for quaternions, which closely approximates the ideal definition, i.e. the angle of rotation. It is based on the quaternion $\boldsymbol{q}_{e}$ that rotates between the two orientations $\boldsymbol{q}_{A}$ and $\boldsymbol{q}_{B}$ :

$$
\begin{equation*}
\boldsymbol{q}_{A} \boldsymbol{q}_{e}=\boldsymbol{q}_{B} \tag{11}
\end{equation*}
$$

from which:

$$
\begin{equation*}
\boldsymbol{q}_{e}=\boldsymbol{q}_{A}^{*} \boldsymbol{q}_{B} \tag{12}
\end{equation*}
$$

where $*$ denotes the quaternion conjugate operator [9]. We can use the vector part of $\boldsymbol{q}$ as the error metric:

$$
\begin{equation*}
\mathbf{e}\left(\boldsymbol{q}_{A}, \boldsymbol{q}_{B}\right)=\mathbf{q}_{e}=q_{A} \mathbf{q}_{B}-q_{B} \mathbf{q}_{A}-\mathbf{q}_{A} \times \mathbf{q}_{B} \tag{13}
\end{equation*}
$$

since it contains information about both the angle $\theta_{e}$ and the axis $\mathbf{k}_{e}$ of rotation:

$$
\begin{equation*}
\mathbf{q}_{e}=\mathbf{k}_{e} \sin \left(\frac{\theta_{e}}{2}\right) \approx \mathbf{k}_{e} \frac{\theta_{e}}{2} \tag{14}
\end{equation*}
$$

The optimization procedure essentially minimizes the norm square of $\mathbf{q}$, which is a quantity very close to the square of the rotation half-angle, if the angle is small. We also need the partial derivative of $\boldsymbol{q}$ with respect to $\boldsymbol{q}_{A}$ :

$$
\frac{\partial \mathbf{q}_{e}}{\partial \boldsymbol{q}_{A}}=\left[\begin{array}{ll}
\mathbf{q}_{B} & \mathbf{S}\left(\mathbf{q}_{B}\right)-q_{B} \mathbf{I} \tag{15}
\end{array}\right]
$$

where $\mathbf{S}(\mathbf{q})$ is a skew-symmetric matrix that represents the cross product by $\mathbf{q}$.
In practice, we found that it does not significantly matter if we use this definition or just the vector difference between the reduced quaternion parameters. We include it here for completeness and also formulate the estimation procedures with an error metric in mind.

## 4 Examples

To illustrate the use of the mathematical framework, two example formulations are presented. In the first, we coregister two full pose measurement devices, such as a haptic device and a 6 DOF tracking system. The second example shows how to colocate a 6DOF full pose and a 3DOF position only tracker using multiple measurement locations.

### 4.1 Full Pose Coregistration

In this case the devices measure all six degrees of freedom of the tracked frames relative to their bases. We consider device $A$ the input, and device $B$ the output of the system (Figure 2). The transformation between the base frames $A_{0}$ and $B_{0}$ is represented by displacement vector $\mathbf{p}_{0}$ and quaternion $\boldsymbol{q}_{0}$. The relative position and orientation of the tracked frames $A_{1}$ and $B_{1}$ are expressed by $\mathbf{p}_{1}$ and $\boldsymbol{q}_{1}$. Let's find the position and orientation of frame $B_{1}$ with respect to frame $B_{0}$ via the $B_{0}-A_{0}-A_{1}-B_{1}$ loop:

$$
\mathbf{y}=\mathbf{f}(\boldsymbol{\phi}, \mathbf{x})=\left[\begin{array}{c}
\mathbf{p}_{0}+\mathbf{R}\left(\boldsymbol{q}\left(\mathbf{s}_{0}\right)\right)\left(\mathbf{p}_{A}+\mathbf{R}\left(\boldsymbol{q}\left(\mathbf{s}_{A}\right)\right) \mathbf{p}_{1}\right)  \tag{16}\\
\boldsymbol{q}\left(\mathbf{s}_{0}\right) \boldsymbol{q}\left(\mathbf{s}_{A}\right) \boldsymbol{q}\left(\mathbf{s}_{1}\right)
\end{array}\right]
$$

from which:

$$
\phi=\left[\begin{array}{l}
\mathbf{p}_{0}  \tag{17}\\
\mathbf{s}_{0} \\
\mathbf{p}_{1} \\
\mathbf{s}_{1}
\end{array}\right], \quad \mathbf{x}=\left[\begin{array}{c}
\mathbf{p}_{A} \\
\mathbf{s}_{A}
\end{array}\right], \quad \mathbf{y}=\left[\begin{array}{c}
\mathbf{p}_{B} \\
\boldsymbol{q}_{B}
\end{array}\right]
$$

and $\mathbf{R}(\boldsymbol{q})$ is an operator that converts a quaternion to a rotation matrix (Appendix A). Alternatively, we could omit the orientation part in (16) and obtain a partial formulation:

$$
\begin{equation*}
\mathbf{y}=\mathbf{f}(\boldsymbol{\phi}, \mathbf{x})=\left[\mathbf{p}_{0}+\mathbf{R}\left(\boldsymbol{q}\left(\mathbf{s}_{0}\right)\right)\left(\mathbf{p}_{A}+\mathbf{R}\left(\boldsymbol{q}\left(\mathbf{s}_{A}\right)\right) \mathbf{p}_{1}\right)\right] \tag{18}
\end{equation*}
$$



Figure 2. Coregistration of two full pose measurement devices.

### 4.2 Partial Pose Coregistration

This example shows how to formulate the coregistration equations for a 6 DOF full pose and a 3DOF position tracker (Figure 3). Four measurement locations are used with the purpose of being able to extract full pose information from three simultaneous position measurements [7]. Thus, three attachments are needed, which are joined at location $A_{1}$. The equations are obtained by finding the position of $B_{j}$ with respect to frame $B_{0}$ via the $B_{0}-A_{0}-A_{1}-B_{j} \operatorname{loop}(j=1,2,3)$ :

$$
\mathbf{y}=\mathbf{f}(\boldsymbol{\phi}, \mathbf{x})=\left[\begin{array}{l}
\mathbf{p}_{0}+\mathbf{R}\left(\boldsymbol{q}\left(\mathbf{s}_{0}\right)\right)\left(\mathbf{p}_{A}+\mathbf{R}\left(\boldsymbol{q}\left(\mathbf{s}_{A}\right)\right) \mathbf{p}_{1}\right)  \tag{19}\\
\mathbf{p}_{0}+\mathbf{R}\left(\boldsymbol{q}\left(\mathbf{s}_{0}\right)\right)\left(\mathbf{p}_{A}+\mathbf{R}\left(\boldsymbol{q}\left(\mathbf{s}_{A}\right)\right) \mathbf{p}_{2}\right) \\
\mathbf{p}_{0}+\mathbf{R}\left(\boldsymbol{q}\left(\mathbf{s}_{0}\right)\right)\left(\mathbf{p}_{A}+\mathbf{R}\left(\boldsymbol{q}\left(\mathbf{s}_{A}\right)\right) \mathbf{p}_{3}\right)
\end{array}\right]
$$

from which:

$$
\boldsymbol{\phi}=\left[\begin{array}{c}
\mathbf{p}_{0}  \tag{20}\\
\mathbf{s}_{0} \\
\mathbf{p}_{1} \\
\mathbf{p}_{2} \\
\mathbf{p}_{3}
\end{array}\right], \quad \mathbf{x}=\left[\begin{array}{c}
\mathbf{p}_{A} \\
\mathbf{s}_{A}
\end{array}\right], \quad \mathbf{y}=\left[\begin{array}{c}
\mathbf{p}_{B 1} \\
\mathbf{p}_{B 2} \\
\mathbf{p}_{B 3}
\end{array}\right]
$$

## 5 Conclusions

To verify the feasibility of the technique, we have implemented and tested the two examples above in GNU Octave [3]. The second example was used to coregister a magnetic and an optical tracking system in a real experiment [7]. In practice, both estimation algorithms are needed: OLS is used to get a "rough" estimate, which can be refined later with TLS. Note, however, that if the input noise is not significant relative to the output noise, both OLS and TLS will yield very similar estimates.


Figure 3. Colocation of a 6DOF full pose and a 3DOF position tracker.

## A Operator $\mathbf{R}(q)$

The following operator transforms a quaternion to the corresponding rotation matrix [9]:

$$
\mathbf{R}(\boldsymbol{q})=\left[\begin{array}{ccc}
q_{0}^{2}+q_{1}^{2}-q_{2}^{2}-q_{3}^{2} & 2 q_{1} q_{2}-2 q_{0} q_{3} & 2 q_{1} q_{3}+2 q_{0} q_{2}  \tag{21}\\
2 q_{1} q_{2}+2 q_{0} q_{3} & q_{0}^{2}+q_{2}^{2}-q_{1}^{2}-q_{3}^{2} & 2 q_{2} q_{3}-2 q_{0} q_{1} \\
2 q_{1} q_{3}-2 q_{0} q_{2} & 2 q_{2} q_{3}+2 q_{0} q_{1} & q_{0}^{2}+q_{3}^{2}-q_{1}^{2}-q_{2}^{2}
\end{array}\right]
$$

Note that this operator has a more commonly used equivalent form, which is obtained by incorporating the constraint $q_{0}^{2}+q_{1}^{2}+q_{2}^{2}+q_{3}^{2}=1$. In the estimation procedures the partial derivatives are frequently used. These can be derived directly from (21):

$$
\begin{align*}
& \frac{\partial \mathbf{R}}{\partial q_{0}}=2\left[\begin{array}{ccc}
q_{0} & -q_{3} & q_{2} \\
q_{3} & q_{0} & -q_{1} \\
-q_{2} & q_{1} & q_{0}
\end{array}\right]  \tag{22}\\
& \frac{\partial \mathbf{R}}{\partial q_{1}}=2\left[\begin{array}{ccc}
q_{1} & q_{2} & q_{3} \\
q_{2} & -q_{1} & -q_{0} \\
q_{3} & q_{0} & -q_{1}
\end{array}\right]  \tag{23}\\
& \frac{\partial \mathbf{R}}{\partial q_{2}}=2\left[\begin{array}{ccc}
-q_{2} & q_{1} & q_{0} \\
q_{1} & q_{2} & q_{3} \\
-q_{0} & q_{3} & -q_{2}
\end{array}\right]  \tag{24}\\
& \frac{\partial \mathbf{R}}{\partial q_{3}}=2\left[\begin{array}{ccc}
-q_{3} & -q_{0} & q_{1} \\
q_{0} & -q_{3} & q_{2} \\
q_{1} & q_{2} & q_{3}
\end{array}\right] \tag{25}
\end{align*}
$$

## B Nonlinear Least Squares Parameter Estimation

The problems we are interested in can be modeled by the following nonlinear vector equation:

$$
\begin{equation*}
\mathbf{y}=\mathbf{f}(\mathbf{x}, \phi) \tag{26}
\end{equation*}
$$

where $(\mathbf{x}, \mathbf{y})$ stand for the input and output variables of the problem, and $\phi$ is the parameter vector.
In order to get an estimate of $\phi$, we take $N$ measurements and use an iterative algorithm based on the principle of least squares. Let $\left(\mathbf{x}_{*}^{i}, \mathbf{y}_{*}^{i}\right)$ denote the actual but unknown input and output variables at measurement $i$, and $\boldsymbol{\phi}_{*}$ the actual but unknown parameter vector. Then, assuming a perfect model, it is true that:

$$
\begin{equation*}
\mathbf{y}_{*}^{i}=\mathbf{f}\left(\mathbf{x}_{*}^{i}, \phi_{*}\right), i=1, \ldots, N \tag{27}
\end{equation*}
$$

In reality, the measurements are corrupted by noise, which we express through error metrics $\mathbf{e}_{x}\left(\mathbf{x}^{i}, \hat{\mathbf{x}}^{i}\right)$ and $\mathbf{e}_{y}\left(\mathbf{y}^{i}, \hat{\mathbf{y}}^{i}\right)$. For our purposes, these functions consist of the vector difference of the position components and the metric introduced in section 3.2 for the orientation measurements.

## B. 1 Weighted Ordinary Least Squares

Let the output measurement errors $\mathbf{e}_{y}\left(\mathbf{y}_{*}^{i}, \hat{\mathbf{y}}^{i}\right)$ be independent and normally distributed with zero mean and covariance matrices $\mathbf{V}_{i}$. The estimate of $\boldsymbol{\phi}_{*}$ is chosen to minimize the following expression:

$$
\begin{equation*}
S=\sum_{i=1}^{N} \mathbf{e}_{y}\left(\mathbf{f}\left(\mathbf{x}^{i}, \boldsymbol{\phi}\right), \hat{\mathbf{y}}^{i}\right)^{T} \mathbf{W}_{i} \mathbf{e}_{y}\left(\mathbf{f}\left(\mathbf{x}^{i}, \boldsymbol{\phi}\right), \hat{\mathbf{y}}^{i}\right) \tag{28}
\end{equation*}
$$

where $\mathbf{W}_{i}$ is a positive definite, symmetric weighting matrix, which we set to the inverse covariance of the output measurement errors:

$$
\begin{equation*}
\mathbf{W}_{i}=\mathbf{V}_{i}^{-1}=\mathbf{R}_{i}^{T} \mathbf{R}_{i} \tag{29}
\end{equation*}
$$

The upper triangular matrix $\mathbf{R}_{i}$ is obtained from the the Cholesky factorization of $\mathbf{W}_{i}$ [11]. We reformulate the minimization problem by collecting the weighted measurement errors into a single vector $\mathbf{g}(\phi)$ :

$$
\mathbf{g}(\boldsymbol{\phi})=\left[\begin{array}{c}
\mathbf{g}_{1}(\boldsymbol{\phi})  \tag{30}\\
\vdots \\
\mathbf{g}_{N}(\boldsymbol{\phi})
\end{array}\right]=\left[\begin{array}{c}
\mathbf{R}_{1} \mathbf{e}_{y}\left(\mathbf{f}\left(\mathbf{x}^{1}, \boldsymbol{\phi}\right), \hat{\mathbf{y}}^{1}\right) \\
\vdots \\
\mathbf{R}_{N} \mathbf{e}_{y}\left(\mathbf{f}\left(\mathbf{x}^{N}, \boldsymbol{\phi}\right), \hat{\mathbf{y}}^{N}\right)
\end{array}\right]
$$

Hence, the objective function (28) is expressed as:

$$
\begin{equation*}
S=\mathbf{g}(\phi)^{T} \mathbf{g}(\phi) \tag{31}
\end{equation*}
$$

To find the optimal parameter vector $\phi$, we use an iterative procedure, which linearizes $\mathbf{g}$ around the current estimate $\phi_{k}$ of step $k$ :

$$
\begin{equation*}
S=\left(\mathbf{g}\left(\phi_{k}\right)+\mathbf{J} \boldsymbol{\Delta} \phi\right)^{T}\left(\mathbf{g}\left(\boldsymbol{\phi}_{k}\right)+\mathbf{J} \boldsymbol{\Delta} \boldsymbol{\phi}\right) \tag{32}
\end{equation*}
$$

The parameter Jacobian of $\mathbf{g}$ is expressed as:

$$
\mathbf{J}=\frac{\partial \mathbf{g}(\boldsymbol{\phi})}{\partial \boldsymbol{\phi}}=\left[\begin{array}{c}
\mathbf{R}_{1} \mathbf{E}_{y}\left(\mathbf{f}\left(\mathbf{x}^{1}, \boldsymbol{\phi}_{k}\right), \hat{\mathbf{y}}^{1}\right) \mathbf{F}\left(\mathbf{x}^{1}, \boldsymbol{\phi}_{k}\right)  \tag{33}\\
\vdots \\
\mathbf{R}_{N} \mathbf{E}_{y}\left(\mathbf{f}\left(\mathbf{x}^{N}, \boldsymbol{\phi}_{k}\right), \hat{\mathbf{y}}^{N}\right) \mathbf{F}\left(\mathbf{x}^{N}, \boldsymbol{\phi}_{k}\right)
\end{array}\right]
$$

where:

$$
\begin{align*}
\mathbf{E}_{y} & =\frac{\partial \mathbf{e}_{y}}{\partial \mathbf{y}}  \tag{34}\\
\mathbf{F} & =\frac{\partial \mathbf{f}}{\partial \boldsymbol{\phi}} \tag{35}
\end{align*}
$$

The solution to minimizing (32) is the well-known formula for linear least squares problems [11]:

$$
\begin{equation*}
\boldsymbol{\Delta} \boldsymbol{\phi}=-\left(\mathbf{J}^{T} \mathbf{J}\right)^{-1} \mathbf{J}^{T} \mathbf{g}\left(\phi_{k}\right) \tag{36}
\end{equation*}
$$

from which $\phi_{k}$ is updated:

$$
\begin{equation*}
\phi_{k+1}=\phi_{k}+\Delta \phi \tag{37}
\end{equation*}
$$

and the procedure is repeated until the corrections are sufficiently small:

$$
\begin{equation*}
\|\Delta \phi\|<\varepsilon \tag{38}
\end{equation*}
$$

## B. 2 Weighted Total Least Squares

So far we have neglected the input measurement errors, which is not usually a problem as long as they are small relative to the output measurement errors. It can be shown, however, that the parameter estimates might be biased if the input measurement errors are sufficiently large and are not included in the estimation procedure [10]. To avoid this problem, more complicated formulations that treat the input and output measurements equally have been developed [14, 16, 18].

Some of these methods are based on treating the input measurements as parameters of the problem. Let the measurement errors $\mathbf{e}_{x}\left(\hat{\mathbf{x}}^{i}-\mathbf{x}_{*}^{i}\right), \mathbf{e}_{y}\left(\hat{\mathbf{y}}_{i}-\mathbf{y}_{*}^{i}\right)$ be independent and normally distributed with zero mean and joint covariance matrices $\mathbf{V}_{i}$. Then the estimates $\mathbf{x}_{1}, \mathbf{x}_{2}, \ldots, \mathbf{x}_{N}, \phi$ are chosen to minimize the following expression:

$$
S=\sum_{i=1}^{N}\left[\begin{array}{c}
\mathbf{e}_{x}\left(\mathbf{x}^{i}, \hat{\mathbf{x}}^{i}\right)  \tag{39}\\
\mathbf{e}_{y}\left(\mathbf{f}\left(\mathbf{x}^{i}, \boldsymbol{\phi}\right), \hat{\mathbf{y}}^{i}\right)
\end{array}\right]^{T} \mathbf{W}_{i}\left[\begin{array}{c}
\mathbf{e}_{x}\left(\mathbf{x}^{i}, \hat{\mathbf{x}}^{i}\right) \\
\mathbf{e}_{y}\left(\mathbf{f}\left(\mathbf{x}^{i}, \boldsymbol{\phi}\right), \hat{\mathbf{y}}^{i}\right)
\end{array}\right]
$$

We assume that the errors between measurements are independent, but those of a single measurement are not necessarily so. Thus, $\mathbf{W}_{i}$ is a positive definite, symmetric weighting matrix:

$$
\begin{equation*}
\mathbf{W}_{i}=\mathbf{V}_{i}^{-1}=\mathbf{R}_{i}^{T} \mathbf{R}_{i} \tag{40}
\end{equation*}
$$

As before, $\mathbf{R}_{i}$ is obtained from the the Cholesky factorization of $\mathbf{W}_{i}$ and has the following form:

$$
\mathbf{R}_{i}=\left[\begin{array}{cl}
\mathbf{R}_{1, i} & \mathbf{R}_{2, i}  \tag{41}\\
\mathbf{0} & \mathbf{R}_{3, i}
\end{array}\right]
$$

We recast the minimization problem by collecting the input measurement and parameter estimates into a single vector $\xi$ :

$$
\boldsymbol{\xi}=\left[\begin{array}{l}
\mathbf{u}  \tag{42}\\
\boldsymbol{\phi}
\end{array}\right]=\left[\begin{array}{c}
\mathbf{x}^{1} \\
\vdots \\
\mathbf{x}^{N} \\
\boldsymbol{\phi}
\end{array}\right]
$$

Hence, our goal is to minimize:

$$
\begin{equation*}
S=\mathbf{g}(\boldsymbol{\xi})^{T} \mathbf{g}(\boldsymbol{\xi}) \tag{43}
\end{equation*}
$$

where:

$$
\mathbf{g}(\boldsymbol{\xi})=\left[\begin{array}{c}
\mathbf{R}_{1,1} \mathbf{e}_{x}\left(\mathbf{x}^{1}, \hat{\mathbf{x}}^{1}\right)+\mathbf{R}_{2,1} \mathbf{e}_{y}\left(\mathbf{f}\left(\mathbf{x}^{1}, \boldsymbol{\phi}\right), \hat{\mathbf{y}}^{1}\right)  \tag{44}\\
\vdots \\
\mathbf{R}_{1, N} \mathbf{e}_{x}\left(\mathbf{x}^{N}, \hat{\mathbf{x}}^{N}\right)+\mathbf{R}_{2, N} \mathbf{e}_{y}\left(\mathbf{f}\left(\mathbf{x}^{N}, \boldsymbol{\phi}\right), \hat{\mathbf{y}}^{N}\right) \\
\mathbf{R}_{3,1} \mathbf{e}_{y}\left(\mathbf{f}\left(\mathbf{x}^{1}, \boldsymbol{\phi}\right), \hat{\mathbf{y}}^{1}\right) \\
\vdots \\
\mathbf{R}_{3, N} \mathbf{e}_{y}\left(\mathbf{f}\left(\mathbf{x}^{N}, \boldsymbol{\phi}\right), \hat{\mathbf{y}}^{N}\right)
\end{array}\right]
$$

The iterative procedure at each step calculates the correction $\boldsymbol{\Delta} \boldsymbol{\xi}$, which is added to the current value of $\boldsymbol{\xi}$ :

$$
\begin{equation*}
\boldsymbol{\xi}_{k+1}=\boldsymbol{\xi}_{k}+\Delta \boldsymbol{\xi} \tag{45}
\end{equation*}
$$

by finding the minimum of the linearized expression:

$$
\begin{equation*}
S=\left(\mathbf{g}\left(\boldsymbol{\xi}_{k}\right)+\mathbf{J} \boldsymbol{\Delta} \boldsymbol{\xi}\right)^{T}\left(\mathbf{g}\left(\boldsymbol{\xi}_{k}\right)+\mathbf{J} \boldsymbol{\Delta} \boldsymbol{\xi}\right) \tag{46}
\end{equation*}
$$

The parameter Jacobian $\mathbf{J}$ of $\mathbf{g}$ is written as:

$$
\mathbf{J}=\left[\begin{array}{ll}
\mathbf{J}_{u}(\boldsymbol{\xi}) & \mathbf{J}_{\phi}(\boldsymbol{\xi}) \tag{47}
\end{array}\right]
$$

where:

$$
\begin{align*}
& \mathbf{J}_{u}=\frac{\partial \mathbf{g}(\boldsymbol{\xi})}{\partial \mathbf{u}}=\left[\begin{array}{c}
\mathbf{R}_{1,1} \mathbf{E}_{x}\left(\mathbf{x}_{k}^{1}, \hat{\mathbf{x}}^{1}\right)+\mathbf{R}_{2,1} \mathbf{E}_{y}\left(\mathbf{f}\left(\mathbf{x}_{k}^{1}, \boldsymbol{\phi}_{k}\right), \hat{\mathbf{y}}^{1}\right) \mathbf{F}_{x}\left(\mathbf{x}_{k}^{1}, \boldsymbol{\phi}_{k}\right) \\
\vdots \\
\mathbf{R}_{1, N} \mathbf{E}_{x}\left(\mathbf{x}_{k}^{N}, \hat{\mathbf{x}}^{N}\right)+\mathbf{R}_{2, N} \mathbf{E}_{y}\left(\mathbf{f}\left(\mathbf{x}_{k}^{N}, \boldsymbol{\phi}_{k}\right), \hat{\mathbf{y}}^{1}\right) \mathbf{F}_{x}\left(\mathbf{x}_{k}^{1}, \boldsymbol{\phi}_{k}\right) \\
\mathbf{R}_{3,1} \mathbf{E}_{y}\left(\mathbf{f}\left(\mathbf{x}_{k}^{1}, \boldsymbol{\phi}_{k}\right), \hat{\mathbf{y}}^{1}\right) \mathbf{F}_{x}\left(\mathbf{x}_{k}^{1}, \boldsymbol{\phi}_{k}\right) \\
\vdots \\
\vdots \\
\mathbf{R}_{3, N} \mathbf{E}_{y}\left(\mathbf{f}\left(\mathbf{x}_{k}^{N}, \boldsymbol{\phi}_{k}\right), \hat{\mathbf{y}}^{1}\right) \mathbf{F}_{x}\left(\mathbf{x}_{k}^{N}, \boldsymbol{\phi}_{k}\right)
\end{array}\right]  \tag{48}\\
& \mathbf{J}_{\phi}=\frac{\partial \mathbf{g}(\boldsymbol{\xi})}{\partial \boldsymbol{\phi}}=\left[\begin{array}{c}
\mathbf{R}_{2,1} \mathbf{E}_{y}\left(\mathbf{f}\left(\mathbf{x}_{k}^{1}, \boldsymbol{\phi}_{k}\right), \hat{\mathbf{y}}^{1}\right) \mathbf{F}_{\phi}\left(\mathbf{x}_{k}^{1}, \boldsymbol{\phi}_{k}\right) \\
\vdots \\
\mathbf{R}_{2, N} \mathbf{E}_{y}\left(\mathbf{f}\left(\mathbf{x}_{k}^{N}, \boldsymbol{\phi}_{k}\right), \hat{\mathbf{y}}^{1}\right) \mathbf{F}_{\phi}\left(\mathbf{x}_{k}^{1}, \boldsymbol{\phi}_{k}\right) \\
\mathbf{R}_{3,1} \mathbf{E}_{y}\left(\mathbf{f}\left(\mathbf{x}_{k}^{1}, \boldsymbol{\phi}_{k}\right), \hat{\mathbf{y}}^{1}\right) \mathbf{F}_{\phi}\left(\mathbf{x}_{k}^{1}, \boldsymbol{\phi}_{k}\right) \\
\vdots \\
\mathbf{R}_{3, N} \mathbf{E}_{y}\left(\mathbf{f}\left(\mathbf{x}_{k}^{N}, \boldsymbol{\phi}_{k}\right), \hat{\mathbf{y}}^{1}\right) \mathbf{F}_{\phi}\left(\mathbf{x}_{k}^{N}, \boldsymbol{\phi}_{k}\right)
\end{array}\right] \tag{49}
\end{align*}
$$

and:

$$
\begin{align*}
& \mathbf{E}_{x}=\frac{\partial \mathbf{e}_{x}}{\partial \mathbf{x}}  \tag{50}\\
& \mathbf{E}_{y}=\frac{\partial \mathbf{e}_{y}}{\partial \mathbf{y}}  \tag{51}\\
& \mathbf{F}_{x}=\frac{\partial \mathbf{f}}{\partial \mathbf{x}}  \tag{52}\\
& \mathbf{F}_{\phi}=\frac{\partial \mathbf{f}}{\partial \phi} \tag{53}
\end{align*}
$$

We could proceed with the linear least squares solution like we did in the previous section, which works well for a small number of measurements. Notice, however, that by incorporating the input measurements into the parameter vector, we increased the size of the search space significantly. More efficient procedures exploit the sparse structure of the Jacobian $\mathbf{J}$ [14].

## B. 3 Incorporating a priori Parameter Estimates

If we have a priori knowledge about the parameter estimates, it is useful to include it in the estimation procedure. This is done by adding a term to the objective functions (28) and (39):

$$
\begin{equation*}
S_{\phi}=S+\mathbf{e}_{\phi}(\phi, \hat{\phi})^{T} \mathbf{W}_{\phi} \mathbf{e}_{\phi}(\phi, \hat{\phi}) \tag{54}
\end{equation*}
$$

where $\hat{\phi}$ is our a priori estimate of $\boldsymbol{\phi}^{*}$, such that $\mathbf{e}_{\phi}\left(\hat{\boldsymbol{\phi}}-\boldsymbol{\phi}^{*}\right)$ is normally distributed with zero mean and covariance matrix $\mathbf{V}_{\phi}$. The iterative procedure is carried out as before, except that now $\mathbf{g}$ and $\mathbf{J}$ are augmented by:

$$
\begin{align*}
\mathbf{g}_{\phi}(\boldsymbol{\phi}) & =\mathbf{R}_{\phi} \mathbf{e}_{\phi}(\boldsymbol{\phi}, \hat{\boldsymbol{\phi}})  \tag{55}\\
\mathbf{J}_{\phi} & =\mathbf{R}_{\phi} \frac{\partial \mathbf{e}_{\phi}}{\partial \boldsymbol{\phi}} \tag{56}
\end{align*}
$$

## B. 4 Evaluating the Parameter Estimation

An important step of parameter estimation is to check that the statistical assumptions about the model are appropriate, and to find out how accurate the parameter estimates are.

## B.4. $\mathbf{G o o d n e s s}$ of Fit

It can be shown that if the Gaussian assumptions are valid, the objective function $S$ follows the $\chi^{2}$ distribution with $\nu=M-P$ degrees of freedom, where $M$ is the length of $\mathbf{g}$ and $P$ is the number of parameters [11]. A sample $S^{*}$ from this distribution is obtained by computing $S$ with the converged values of $\phi$ :

$$
\begin{equation*}
S^{*}=\mathbf{g}\left(\boldsymbol{\phi}_{k}\right)^{T} \mathbf{g}\left(\boldsymbol{\phi}_{k}\right) \tag{57}
\end{equation*}
$$

By comparing $S^{*}$ to the $\chi^{2}$ distribution, we can find the probability of getting this value in light of the assumptions. If this probability is very low, we conclude that the assumptions are invalid and need to be modified, typically via changing the measurement error covariance matrices [18].

## B.4.2 Estimating the a posteriori Parameter Covariance

An estimate of the a posteriori parameter covariance matrix can be calculated from the Jacobian using the converged values of the parameters [10]:

$$
\begin{equation*}
\mathbf{V}_{\phi}=\left(\mathbf{J}\left(\boldsymbol{\phi}_{k}\right)^{T} \mathbf{J}\left(\boldsymbol{\phi}_{k}\right)\right)^{-1} \tag{58}
\end{equation*}
$$

By taking the square root of the diagonal entries of this matrix, we get an estimate for the standard deviation of the parameter errors.
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[^0]:    ${ }^{1}$ The more commonly used term is tracking device or position tracker. For a recent survey on tracking technology, see [13].

